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ABSTRACT 

Inert knowledge is typically produced in learning environments that simplify 

content and context. Several theories and methods exist to establish learning 

environments that overcome the negative effects of inert knowledge. This study 

examined the effects of combining three instructional approaches on knowledge 

acquisition by advanced learners in a computer-based learning environment. 

This study used a 2 X 2 experimental design. The two independent variables 

were program version and method of instruction. Two qualitatively different 

computer programs were used: a base program developed according to cognitive 

flexibility theory (CFT) and a generative program containing embedded generative 

learning strategies (explanation and summary cues). Students completed these 

programs either individually or collaboratively. 

One hundred and thirty-two second-year medical students participated in the 

study. The two treatment variables were randomly assigned to the students. Students 

received computer diskettes that permitted access to the computer module, "Handling       h- 

Transfusion Hazards," and were given instructions on how, when, and where to 

complete the program. The computer program consisted of an orientation section, a r\7* 

fflUC QUALITY INSPECTED 1 IV 



pretest, a learning phase, and a posttest. The pretest and posttest consisted of the 

same three clinical transfusion cases; the learning phase contained six cases. 

One hundred and one students were included in the final analysis. Analysis of 

covariance was used to test for the presence of main effects or an interaction. The 

ANCOVA yielded a significant main effect (p=.008) on posttest performance for the 

version of program treatment variable. No significant differences in achievement 

were found for method of instruction, nor was an interaction present between the two 

treatment variables. 

This research suggests that advanced learners did not benefit equally from the 

two computer programs. Learners using the base computer program performed 

significantly better than students using the generative version on the posttest. Also, 

although the students felt there was an advantage to working with a peer, no 

significant advantage materialized. Recommendations for future research based on 

these findings are presented. 

This abstract accurately reflects the content of the candidate's thesis. I recommend its 
publication. 

R. Scott Grabing^r 
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CHAPTER 1 

STATEMENT OF THE PROBLEM 

Introduction 

A common criticism of the traditional model of teaching and learning involves 

the lack of effective instructional methods to facilitate critical thinking and higher 

levels of learning (Bransford, Franks, Vye, & Sherwood, 1989; Grabinger, 1996; 

Resnick, 1987; Scardamalia & Bereiter, 1994; Spiro, Coulson, Feltovich, & 

Anderson, 1988; Weinstein, 1978). The goal of instruction in the traditional model of 

education involves efficiently and effectively transferring knowledge to learners by 

breaking instruction down into simple, basic units devoid of content and context 

(Bednar, Cunningham, Duffy, & Perry, 1992). This form of teaching produces 

students who "treat information as facts to be memorized and recited rather than as 

tools to solve problems..." (Grabinger, 1996, p. 666), which results in a use-of- 

knowledge gap (Perkins, 1992). The traditional model of teaching, therefore, 

produces learners unable to recall, use, or transfer knowledge and skills to new and 

novel situations. Whitehead (1929) calls this "inert knowledge" since it is 

information students in fact possess, but because it is memorized devoid of context, is 

not transferable, even to relevant situations (Bransford et al., 1989; Bransford & Vye, 

1989; Cognition and Technology Group [CTG], 1992; Grabinger, 1996; Perkins, 



1992; Whitehead, 1929). Thus, due to the absence of context, inert knowledge maybe 

the predominant form of knowledge acquired by students in the traditional model of 

education. 

In contrast to the traditional model of education, many educators and scholars 

believe that today's complex world requires the ability to use tools and knowledge in 

a variety of domains and situations. These critical-thinking skills allow people to 

fully participate in our modern, information-age society by giving them the ability "to 

analyze and synthesize information to solve technical, social, economic, political, and 

scientific problems" (Grabinger, 1996, p. 665). The question then becomes how to 

encourage critical-thinking skills development in students rather than the formation of 

inert knowledge. Resnick (1987) suggests that the key to developing critical-thinking 

ability involves using instructional strategies that (a) emphasize socially shared 

intellectual work organized around joint task accomplishment, (b) encourage student 

observation and commentary which makes usually covert cognitive processes overt, 

and (c) tailor the treatment of the subject matter to engage students in the processes of 

meaning construction and interpretation. Such student-centered strategies increase 

time on task, increase the amount and relevance of feedback to each student, use a 

performance-based system to assess student achievement (rather than a system where 

all students spend the same amount of time studying instructional material), and 

incorporate self-paced instruction geared to student capabilities rather than class 

average (Reiser & Salisbury, 1995). This approach to learning promotes achievement 



of the basic goals of education - retention, understanding, and active use of the 

knowledge and skills (Perkins, 1992). Perkins (1992) writes: 

Surely we want what is taught retained, else why teach it? Unless knowledge 
is understood, to what purposes can it be put? Finally, having and 
understanding knowledge and skills come to naught unless the learner actually 
makes active use of them later in life. (p. 18) 

A student-centered approach considers learning to be an experiential process 

(Dewey, 1938) that promotes the social structures and dynamics required for 

knowledge building to occur among students (Scardamalia & Bereiter, 1994). Rather 

than focusing on the teacher-centered model of education, which is based on the 

assumption that students will learn because they are asked or told to learn (Weinstein, 

1978), a student-centered approach focuses on students sharing perspectives with the 

teacher and other students and then modifying internal representations of knowledge 

in response to this sharing experience. In a student-centered environment, learning 

becomes a process of constructing, interpreting, and modifying representations of 

reality based on experience (Jonassen, 1994). Wilson (1996) defines such a student- 

centered learning environment as "a place where learners may work together and 

support each other as they use a variety of tools and information resources in their 

guided pursuit of learning goals and problem-solving activities" (p. 5). 



Purpose of the Study 

Problem Statement 

For many years now, research (Feltovich, Spiro, & Coulson, 1989; Spiro et al., 

1988; Spiro, Vispoel, Schmitz, Samarapungavan, & Boerger, 1987) has been 

conducted on learning at the stage of advanced knowledge acquisition (i.e., the post 

introductory or intermediate stage of learning in a subject domain). The goals of 

advanced knowledge acquisition shift from recognition and recall to attaining a deep 

understanding and flexible application of content material (Spiro et al., 1988); 

however these goals have been hard to reach. This has been especially true of 

advanced students trying to learn in ill-structured knowledge domains (e.g., 

medicine). For example, Feltovich, Spiro, and Coulson (1989) found that medical 

students had problems transferring knowledge previously learned in one context, such 

as medical school coursework, to new situations, such as clinical problem solving. 

Spiro and his colleagues attribute the deficiencies in learning outcomes (i.e., inert 

knowledge formation) of students at this advanced stage of learning to 

oversimplification (reductive bias) of complexity. 

A predominant share of the misconceptions (and networks of misconception) 
that we have identified reflect one or another kind of oversimplification of 
complex material... .Misconceptions of advanced material result from both 
interference from earlier, simplified treatments ofthat material and from a 
prevailing mode of approaching the learning process in general that fosters 
simplificational strategies and leaves learners without an appropriate cognitive 
repertoire for the processing of complexity. (Spiro et al., 1988, p. 376) 



Thus, ill-structuredness (the combination of breadth, complexity, and irregularity of a 

content domain) and the goals of advanced knowledge acquisition unite to create a 

difficult problem for both teachers and students who tend to rely on simple strategies 

to present and learn complex subject matter. 

Problem Solution 

In response to the problem of reductive bias, Spiro and his colleagues (1988) 

proposed cognitive flexibility theory as a means to create learning environments that 

provide the complexity and multidimensionality of content required for advanced 

knowledge acquisition in ill-structured domains. This study investigated the effects 

of a computer-based microworld on knowledge acquisition among advanced learners. 

The computer program was developed according to principles of learning, instruction, 

and knowledge representation espoused by cognitive flexibility theory. The program 

was further enriched with embedded generative learning strategies (explanation and 

summary cues) and collaborative activity to produce a computer-based microworld 

that presents information, stimulates exploration, facilitates high level thought 

processes, and promotes collaboration (Grabinger, 1996). The remainder of this 

chapter briefly outlines cognitive flexibility theory, generative learning theory, and 

collaborative learning, frames the research questions, and provides an overview of the 

research methodology. 



Cognitive Flexibility Theory 

Cognitive flexibility theory (CFT) targets the stage of advanced knowledge 

acquisition, and, as such, provides a framework for addressing the difficulties 

inherent in complex and ill-structured knowledge domains (Spiro et al., 1988; Spiro, 

Feltovich, Coulson, & Anderson, 1989; Spiro & Jehng, 1990). Evidence suggests 

that learners develop conceptual misunderstandings during the advanced phase of 

learning, which seriously affects their ability to transfer knowledge to new situations 

(Jonassen, Ambruso, & Olesen, 1992; Spiro et al., 1988). Cognitive flexibility theory 

emphasizes case-based instruction with multiple representations of content in ill- 

structured knowledge domains to avoid oversimplifying instruction (Spiro & Jehng, 

1990). This enables learners to investigate the multiple perspectives inherent in a 

knowledge domain in an exploratory manner (Jonassen et al, 1992), which promotes 

knowledge acquisition and transfer. 

Generative Learning Theory 

Generative learning theory is based on the notion of an active learner (Wittrock, 

1974a; 1974b; 1985; 1990; 1992). In this case, the learner works to create meaning 

by drawing relationships between existing information and experiences stored in 

cognitive structures and information presented in the learning environment 

(Grabowski, 1997; Wittrock, 1985). Wittrock (1974b) demonstrates the importance 

of active learner participation in the learning process by writing: "Although a student 



may not understand sentences spoken to him by his teacher, it is highly likely that a 

student understands sentences that he generates himself" (p. 182). Thus, 

understanding cannot be directly transferred to students, but must arise from the 

interactions between the learner and the environment (Wittrock, 1974a; 1974b; 1985). 

The new meaning constructed from the interactions between the learner and the 

environment results in learning with understanding (Wittrock, 1974a; 1974b; 1985), 

characterized by the creation of meaningful cognitive structures, better retention and 

retrieval of information, and better explanations of the information (DiVesta, 1989; 

Grabowski, 1997). 

Collaborative Learning 

Collaborative learning actively involves learners in the construction of their 

knowledge, but, in contrast to most applications of cognitive flexibility theory and 

generative learning theory which focus primarily on the individual student's cognitive 

development, collaborative learning promotes socially shared intellectual 

development. Collaborative learning involves the instructional use of small groups 

where students work together to maximize each other's learning (Johnson & Johnson, 

1992). To accomplish the goal of maximizing learning, the students are responsible 

for learning the assigned material themselves and ensuring that all other members of 

the group learn the material as well (Johnson & Johnson, 1992). Such peer 

groupwork allows the students to actively engage in interactive higher-level thinking 
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and problem-solving activities (Damon & Phelps, 1989) leading to enhanced 

academic achievement and cognitive growth, better attitudes and motivation toward 

learning, and a host of positive social-emotional benefits (Johnson & Johnson, 1992; 

Nastasi & Clements, 1991; Slavin, 1996). 

Research Issues 

What makes learning so hard and what can be done about it? The answers are 

teacher-centered education and student-centered education respectively. Learning 

requires intellectual effort on the part of the learner (Osborne & Wittrock, 1985), yet 

with its emphasis on passive absorption of information, the teacher-centered model of 

education devalues the effort required. In contrast, the student-centered approach to 

learning activates the learners' information-processing strategies and stores of 

relevant specific memories related to the information to be learned (Wittrock, 1978). 

This results in "mindful" (Salomon, 1985) processing. Thus, the student-centered 

approach values "effortful learning" and uses strategies designed to promote 

generative learning (i.e., knowledge construction). 

Cognitive flexibility theory is a student-centered approach specifically targeted 

toward knowledge construction and acquisition by advanced learners in ill-structured 

knowledge domains. Cognitive flexibility theory advocates creating case-based 

computer learning environments that emphasize the conceptual complexities and 

interrelatedness of subject matter content (Spiro et al., 1988). The use of authentic, 
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multiple cases permits students to see many contexts in which concepts occur or 

apply, and index meaning accordingly. Students, therefore, develop the ability to 

adaptively re-assemble diverse elements of knowledge in response to changing 

situational demands (i.e., the needs of a given problem-solving or knowledge 

application situation) (Spiro & Jehng, 1990). Thus, cognitive flexibility theory-based 

(CFT-based) computer learning environments stimulate mindful processing which, in 

turn, facilitates the generation of fluid, flexible, and usable knowledge structures. 

The research to date (Hartman & Spiro, 1989; Jacobson, 1990; Jacobson, 

Maouri, Mishra, & Kolar, 1996; Spiro et al., 1987) supports this premise; computer 

programs based upon cognitive flexibility theory principles do indeed promote higher 

levels of knowledge acquisition and transfer (this research is discussed more fully in 

Chapter Two). However, given the multitude of student-centered instructional 

strategies available that also promote generative learning, might advanced learners 

benefit from the simultaneous integration of compatible learning strategies in a CFT- 

based environment? Might a synergy develop that results in a greater degree of 

mindfulness and consequently, deeper processing of the content material? If so, 

would greater knowledge acquisition result? 



Research Questions 

This study examined the effectiveness of a computer-based microworld (see 

definition on p. 15) designed to integrate Resnick's (1987) keys for developing 

critical thinking and increasing learning. Specifically, this study addressed the 

question: Would knowledge acquisition among advanced learners increase if a 

cognitive flexibility theory-based computer program was enriched with (a) additional 

generative learning strategies designed to facilitate comprehension and understanding 

and (b) collaborative activity to attend to the social nature of learning and the 

synergistic development and application of knowledge among groups of students? In 

this context two main questions were explored: 

1. Would the inclusion of embedded explanation and summary cues 

(generative learning strategies) result in differences in learning in a 

CFT-based computer microworld? 

2. How would the addition of collaborative learning affect learning in this 

environment? 

10 



Research Methodology 

Experimental Intervention 

This study used a 2 X 2 factorial design consisting of two independent variables: 

(a) method of instruction (single learners versus collaborative learners) and 

(b) program version (CFT base program versus CFT generative program). This 

design resulted in four treatments consisting of: 

1. Single student, base program (Single/base). Subjects in this treatment 

used the CFT base computer program (i.e., the computer program without the 

embedded generative learning strategies). 

2. Single student, generative program (Single/generative). Subjects in this 

treatment used the CFT computer program with the embedded generative 

learning strategies. These subjects were asked to explain the choices they 

made during the program, as well as to summarize the main ideas and 

concepts for each case presented. 

3. Paired students, base program (Pair/base). Subjects in this treatment 

collaborated with a partner while using the CFT base computer program. 

4. Paired students, generative program (Pair/generative). Subjects in this 

treatment collaborated with a partner while using the CFT generative 

computer program. These students were asked to explain and summarize in 

the same manner as the single/generative subjects. 

11 



Dependent Variable 

The dependent variable for this study was the knowledge constructed 

(i. e., acquired) by advanced learners. Subjects took a posttest consisting of three 

transfusion medicine cases similar in structure and content to the six cases contained 

in the practice segment of the computer program. However, the present study 

departed from the traditional practice of requiring the students assigned to the 

collaborative condition to test individually based on the following rationale: 

1. Collaborative learning is presumed to provide positive group-to-individual 

transfer. "Group-to-individual transfer occurs when students...demonstrate 

mastery of the material being studied on a subsequent test taken individually" 

(Yager, Johnson, & Johnson, 1985, p. 61). Research on collaborative, 

computer-based instruction generally supports this assertion; students working 

collaboratively in computer-based instruction perform as well as students 

working alone (Carrier & Sales, 1987; Makuch, Robillard, & Yoder, 1992; 

Webb, 1985; 1987; 1989) and often perform better (Dalton, Hannafm, & 

Hooper, 1989; Hooper, Temiyakara, & Williams, 1993; Johnson, Johnson, & 

Stanne, 1985; 1986). 

2. Collaborative learning is also premised on the notion that collaborative 

activity leads to emergent knowledge - a level of knowledge that results from 

the interaction between the understandings of the group - rather than a 

summation of the knowledge of the individual participants (Whipple, 1987). 

12 



Scaffolding enables the group to solve a problem or achieve a goal which is 

beyond the capabilities of the individuals involved. If, in fact, collaboration 

leads to higher performance of the group, why test collaborating students 

individually? After all, research demonstrates that group-to-individual 

transfer occurs; therefore, if the learning experience is positive for students 

working individually, the learning experience should also be positive for the 

students working in groups. 

3.   The computer program used in this study was entirely self-contained. 

The learning and testing phases of the program were developed and delivered 

as one complete module, with the pretest and posttest immediately preceding 

and following the learning phase respectively. Factor in the medical students' 

tight schedules and it would have been awkward and inexpedient to require 

separate testing. Furthermore, sentiment exists among some researchers that 

promoting shared cognitive activity but assessing learning individually in the 

same study leads to inconsistencies in results (Forman & Kraker, 1985). This 

study, therefore, accepted the assumptions of a positive learning experience 

for the students working individually and that transfer would occur for the 

collaborative pairs. This provided the opportunity to compare individual 

versus socially-mediated knowledge acquisition. 

13 



Definition of Terms 

• Advanced knowledge - "learning beyond the introductory stage for a subject 

area, but before the achievement of practiced expertise that comes with massive 

experience" (Spiro et al., 1988, p. 375). 

• Case - "a contextualized piece of knowledge representing an experience that 

teaches a lesson fundamental to achieving the goals of the reasoner" (Kolodner, 

1993, p. 13). 

• Case-based learning - involves problem solving, understanding, and learning. 

Case-based learning "can mean adapting old solutions to meet new demands, 

using old cases to explain new situations, using old cases to critique new 

solutions, or reasoning from precedents to interpret a new situation (much as 

lawyers do) or create an equitable solution to a new problem" (Kolodner, 

1993, p. 4). 

• Cognitive flexibility - "the ability to spontaneously restructure one's knowledge, 

in many ways, in adaptive response to radically changing situational demands 

(both within and across knowledge application situations)" (Spiro & Jehng, 

1990, p. 165). 

• Cognitive flexibility theory - "a conceptual model for instruction that is based 

upon cognitive learning theory. Its intention is to facilitate the advanced 

acquisition of knowledge to serve as the basis for expertise in complex and ill- 

structured knowledge domains" (Jonassen et al., 1992, p. 312). 

14 



• Collaborative learning - "Collaboration is a coordinated, synchronous activity 

that is the result of a continued attempt to construct and maintain a shared 

conception of a problem" (Teasley & Roschelle, 1993, p. 235). Collaboration 

involves a coordinated and mutual effort to problem solve (Teasley & Roschelle, 

1993). 

• Comprehension - results from formulating connections, rather than from placing 

information or transforming information in memory. "The subtle difference lies 

in the creation of new understanding of the information by the learner, rather than 

changing the presented information" (Grabowski, 1996, p. 898). 

• Computer-based microworlds - computer programs that are "a small but 

complete subset of reality in which one can go to learn about a specific domain 

through personal discovery and exploration" (Rieber, 1992, p. 94). Computer- 

based microworlds permit students to explore, experience phenomena, and 

formulate hypotheses (Hannafin, Hannafin, Hooper, Rieber, & KM, 1996). 

Computer-based microworlds present information, stimulate exploration, facilitate 

high level thought processes, and promote collaboration (Grabinger, 1996). 

• Cooperative learning - cooperative learning involves placing students in small 

groups to facilitate working toward common goals (Johnson & Johnson, 1992; 

Nastasi & Clements, 1991). Cooperative work involves an activity where, 

through division of labor, each participant is responsible for a portion of the 

problem solving (Teasley & Roschelle, 1993). 
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• Generative learning activities - require students to work with, manipulate, and 

change information, relate information to existing knowledge structures, and use 

information to support problem solving (Dunlap & Grabinger, 1996). 

• Generative learning theory - is based on the assumption that the learner is an 

active participant in the learning process where "comprehension and 

understanding result from the processes of generating relations both among and 

between experience or prior learning and new information" (Wittrock, 1992, 

p. 532). 

• Ill-structured knowledge domains - knowledge domains in which "many 

concepts (interacting contextually) are pertinent in the typical case of knowledge 

acquisition, and their patterns of combination are inconsistent across case 

applications of the same nominal type" (Spiro et al., 1988 , p. 375). Examples 

include history, biomedicine, and literary interpretation (Jacobson & Spiro, 1994). 

• Inert knowledge - "is knowledge that can usually be recalled when people are 

explicitly asked to do so but that is not used spontaneously in problem-solving 

contexts even though it is relevant" (CTG, 1992, p. 136). Inert knowledge is 

passively learned by students and available for tests, but not available for 

application in new situations (Bransford et al., 1989). 

• Learning with understanding - Wittrock (1974a) writes: "Learning with 

understanding, which is defined by long-term memory plus transfer to 
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conceptually related problems, is a process of generating semantic and distinctive 

idiosyncratic associations between stimuli and stored information" (p. 89). 

• Mindfulness - "the voluntary, controlled employment of nonautomatic 

processing operations....It is manifested in attention to details, in the careful 

examination of a problem's given conditions, in consideration of alternatives, in 

the generation of hypotheses and inferences, in the reading of text for deeper 

meanings, in linking new information to remote knowledge structures, in 

processes of abstraction and decontextualization, and the like" (Salomon, 1985, 

p. 213). 

• Reductive bias - the tendency to oversimplify important aspects of complexity 

resulting in misconceptions of advanced material. Reductive bias "leaves learners 

without an appropriate cognitive repertoire for the processing of complexity" 

(Spiro et al., 1988). Spiro and his colleagues identify the following forms of bias: 

(a) oversimplification of complex and irregular structure, (b) overreliance on a 

single basis for mental representation, (c) overreliance on top down processing, 

(d) overreliance on precompiled knowledge structures, (e) context-independent 

conceptual representation, (f) rigid compartmentalization of knowledge structures, 

and (g) passive transmission of knowledge. 
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CHAPTER 2 

REVIEW OF LITERATURE 

Introduction 

Since the 1930s, competitive and individualistic learning has dominated all 

levels of education (Johnson & Johnson, 1992). This view of education (commonly 

called the traditional model of education) assumes learning is a passive, individual 

activity (Brown & Campione, 1996), where the teacher simply transmits knowledge 

to students as efficiently as possible (Bednar et al., 1992). To accomplish this, 

educators simplify instruction by neatly defining and prescribing subject matter 

domains in order to teach only the critical attributes of the domains (Duffy & Rnuth, 

1990). The traditional model of education, therefore, assumes (a) that learning 

involves forming simple associations based upon external reinforcement (Brown & 

Campione, 1996) and (b) that learning occurs most efficiently if the excess baggage 

of irrelevant content and context are eliminated (Bednar, Cunningham, Duffy, & 

Perry, 1995). 

Many researchers believe the traditional approach to education is obsolete 

(Bednar et al., 1992; 1995; Bransford et al., 1989; Bransford & Vye, 1989; CTG, 

1992; Grabinger, 1996; Perkins, 1992; Reigeluth, 1995; Resnick, 1987; 1989; 

Scardamalia & Bereiter, 1994). A major criticism focuses on the assumption that 
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learning occurs devoid of context. Whitehead (1929) believed the lack of relevant 

context provided by the traditional model of education produces inert knowledge. 

Inert knowledge is knowledge that students possess, but not used in problem-solving 

contexts, even when relevant, unless the students are specifically asked to do so 

(Bransford et al., 1989; Bransford & Vye, 1989; CTG, 1992). Inert knowledge exists 

as an "island of information," which while retrievable, provides little value to the 

learner for interpreting, modifying, or influencing performance (Hannafin, 1992). 

John Dewey similarly criticized the traditional approach to education because 

teachers present dry problems of little relevance to students (Phillips & Soltis, 1991). 

Dewey believed information presented this way is committed to memory as "static, 

cold-storage knowledge" and unless students have the opportunity to use this 

information in meaningful problem-solving activities, the information remains 

"sterile" (Phillips & Soltis, 1991). Removing the context, therefore, limits students' 

abilities to learn and apply concepts (i. e., successful learning). 

Successful learning requires more than literal encoding of formal instruction in a 

context-free environment (Hannafin, 1992). Successful learning occurs by engaging 

in activities that encompass the concepts students are trying to learn (Bransford et al., 

1989; Brown, Collins, & Duguid, 1989; CTG, 1992; Spiro et al., 1988). Successful 

learning occurs when students retain, understand, and actively use the knowledge and 

skills learned - Perkins' goals of education - in the world beyond the school walls. 

Perkins (1992) defines these goals as generative knowledge; "knowledge that does 
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not just sit there but functions richly in people's lives to help them understand and 

deal with the world" (p. 5). Generative knowledge requires existing knowledge to be 

evaluated concurrently with new knowledge and reconstructed accordingly, that 

knowledge be assimilated, and that perceptions of meaning, value, and importance be 

derived (Hannafin, 1992; Hannafin & Rieber, 1989). Generative knowledge 

therefore, is the antithesis of inert knowledge. Thus, how can educators promote the 

development of generative knowledge? What theories or instructional methods exist 

to promote the development of generative knowledge? 

Current cognitive theory (Bednar et al., 1992; 1995; Bransford et al., 1989; 

Bransford & Vye, 1989; Brown et al., 1989; CTG, 1992; Duffy & Knuth, 1990; 

Grabinger, 1996; Perkins, 1992; Jonassen, 1991; Resnick 1987; 1989; Spiro et al., 

1988) emphasizes three essential and interrelated aspects of learning: (a) learning 

involves knowledge construction rather than knowledge absorption and recording, 

(b) learners build on current knowledge to construct new knowledge (i.e., learning is 

knowledge dependent), and (c) learning depends on the context or situation in which 

it occurs. Many researchers (Bransford et al., 1989; Brown & Campione, 1996; 

Grabinger, 1996; Hannafin, 1992; Jonassen, 1991; Spiro et al., 1988; Wilson, 1996) 

advocate creating student-centered learning environments that embody the three 

principles of learning just discussed. This chapter presents a selective review of the 

research and theory of three strategies designed to capture the complexities of 

learning and promote generative learning. 
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The chapter begins by examining cognitive flexibility theory (CFT), a 

conceptual model for instruction that facilitates advanced knowledge acquisition 

(Spiro et al, 1988) by activating generative learning processes. The chapter then 

moves to a discussion of generative learning theory, which assumes that learners 

actively participate in the learning process by constructing meaningful 

understanding of information found in the learning environment (Wittrock, 1974a; 

1974b). Next, research on collaborative learning is reviewed. The reviews of 

literature provide the rationale for the development of the student-centered computer 

programs used in this study. The chapter concludes by restating the research 

questions and offering the hypotheses of interest. 

Cognitive Flexibility Theory: Assumptions and Theory 

Spiro et al. (1988) believe that schools simplify representations of knowledge to 

allow students to see the main point. Simplifying the content removes the context, 

which rather than simplifying the concept, results in teaching a different concept. 

Spiro and his colleagues (1988) argue that case-based learning captures the 

complexity of real experiences. Students work through several cases examining the 

concept from different points of view in different contexts. This allows the students 

to see multiple contexts in which the concept occurs and applies, and thus index its 

meaning. 
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Cognitive flexibility theory is based on two elements: (a) that learning occurs 

along a continuum from novice to expert and (b) that knowledge domains can be 

defined by two conceptual characteristics - increased complexity and increased ill- 

structuredness (Jacobson & Spiro, 1994; Spiro et al., 1988; Spiro, & Jehng, 1990). 

Cognitive flexibility theory posits that knowledge acquisition follows a continuum 

from beginner to expert, but focuses on the intermediate or advanced learning stage. 

Introductory learning typically involves learners with very little transferable 

knowledge in a content area (Jonassen & Grabinger, 1993). The goal of instruction 

for beginning learners involves providing a general orientation and exposure to 

content followed by objective assessment measuring recognition and recall of facts 

(Spiro et al., 1988). In contrast, during the intermediate stage of learning, learners 

acquire advanced knowledge in order to solve complex domain-oriented problems 

(Jonassen & Grabinger, 1993). During the advanced learning phase the learning 

goals shift to (a) mastery of content complexity (i.e., acquisition of the conceptual 

complexity necessary for understanding important concepts) and (b) knowledge 

applicability (i.e., the ability to adaptively transfer knowledge to novel and realistic 

situations) (Spiro et al., 1989). Advanced knowledge acquisition, therefore, involves 

attaining a deeper, richer understanding of content material, as well as the ability to 

intelligently reason with and apply it in diverse contexts (Jacobson & Spiro, 1994; 

Spiro et al., 1988). 
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The second distinguishing element of cognitive flexibility theory involves the 

conceptual characteristics of increased domain complexity and increased ill— 

structuredness (Jacobson & Spiro, 1994; Jonassen et al., 1992; Spiro et al., 1987; 

1988; 1989; Spiro & Jehng, 1990). Complexity occurs when the domain content 

places unusual demands on cognition as compared to the cognitive loading in the 

introductory phase of learning (Feltovich et al., 1989). Complexity can result from 

(a) task multidimensionality, which places unusual or excessive demands on working 

memory, (b) the abstractness of the content or the semantic difference between 

concepts and their formal symbolic representation, (c) heavy reliance on the learner's 

prior knowledge (which may be faulty or at odds with the concepts), or (d) irregular, 

inconsistent concepts or the interaction of many concepts (Feltovich et al., 1989; 

Jonassen et al., 1992). 

Related to domain complexity is the notion of ill-structuredness (Jacobson & 

Spiro, 1994; Jonassen et al., 1992; Spiro et al., 1987; 1988; 1989; Spiro & Jehng, 

1990).   "By ill-structuredness we mean that many concepts (interacting contextually) 

are pertinent in the typical case of knowledge acquisition, and that their patterns of 

combination are inconsistent across case applications of the same nominal type" 

(Spiro et al., 1988, p. 375). Characteristics of an ill-structured knowledge domain 

include the following: 

• no general rules or defining characteristics exist that cover most cases, 

• inconsistent hierarchies of relationships exist among cases, 
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• the same features of cases assume different levels of importance in 

different contexts, 

• no prototypic cases exist or they are misleading, and 

• interactions among features cause case novelty. 

(Spiro et al., 1987; Jonassen et al., 1992). 

Ill-structured knowledge domains place demands on learners that are at odds with the 

cognitive modes and instructional practices appropriate for introductory learning 

(Feltovich et al., 1989). 

The notion that advanced learning differs from introductory learning with 

respect to goals, complexity, and ill-structuredness suggests different approaches to 

learning are necessary. However, all too often the same teaching methods and tactics 

used for initial knowledge acquisition are also used for intermediate learning. 

Learning and instruction for mastery of complexity and application in a 
complex and ill-structured domain cannot be compartmentalized, linear, 
uniperspectival, neatly hierarchical, simply analogical, or rigidly prepacked. 
Yet it much too often is, and the result is the development of widespread and 
serious misconceptions and difficulties in knowledge application. (Spiro & 
Jehng, 1990, p. 168) 

Teaching methods geared toward introductory learning lead to oversimplification 

(reductive bias) of complex material (Spiro et al., 1988) which contributes 

significantly to examples of learning failure (Spiro et al., 1988; Jacobson & Spiro, 

1995). Cognitive flexibility theory offers several principles designed to overcome 
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reductive bias and promote the goals of advanced knowledge acquisition (Spiro et al., 

1988): 

1. Avoid oversimplification and overregulation. Advanced knowledge 

acquisition requires that learners be made aware that knowledge is not simple 

and orderly, but complex and irregular. "It is important to lay bare the 

limitations of initial, first pass understandings, to highlight exceptions, to 

show how the superficially similar is dissimilar and superficial unities are 

broken" (Spiro et al., 1988, p. 377). Additionally, rather than decomposing 

and reassembling information, instruction should reflect the intricate patterns 

of component interactions. 

2. Provide multiple representations of content. Single depictions of complex 

and ill-structured knowledge will miss or misrepresent important aspects of 

complex concepts. Cognitive flexibility requires the use of multiple themes, 

concepts, analogies, and points of view (Jacobson & Spiro, 1995) to provide a 

diversified repertoire of ways of thinking about a conceptual topic 

(Spiro et al., 1988). 

3. Use and emphasize cases. In complex, ill-structured knowledge domains, 

great variability may exist between cases concerning the applicability of 

relevant concepts. Cases may not be linked together by general principles, 

therefore, multiple cases are necessary to illustrate abstract concepts 

associated with ill-structured knowledge domains. "The more variegated 
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these cases are, the broader the conceptual basis that they are likely to 

support" (Jonassen et al., 1992, p. 312). 

4. Emphasize conceptual knowledge as knowledge in use. In an ill-structured 

knowledge domain the way a concept is used or applied may vary greatly 

across cases, which makes it more difficult to extrapolate the concepts from 

the features of the cases. Therefore, "if a concept's meaning cannot be 

determined universally across cases, then one must pay attention to the details 

of how the concept is used - knowledge in practice, rather than in the 

abstract" (Spiro et al., 1988, p. 380). 

5. Emphasize knowledge construction rather than knowledge transmission. 

Given the emphasis placed on case-based learning and knowledge in use, 

learners must be able to assemble (construct) meaningful knowledge 

representations in order to adaptively fit the situation at hand. In other words, 

the complexity and irregularity inherent in ill-structured domains requires 

flexible, recombinable knowledge structures. Thus the "storage of fixed 

knowledge is devalued in favor of the mobilization of potential knowledge" 

(Spiro et al., 1987, p. 181). Knowledge construction implies active learner 

involvement in knowledge acquisition accompanied by expert guidance and 

cognitive support. 

6. Emphasize noncompartmentalization of cases and concepts. The 

complexity and irregularity inherent in the cases and examples in ill-structured 
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knowledge domains precludes compartmentalizing knowledge. "Rather than 

mapping knowledge onto the learner, the learner must map contexts onto 

his/her own knowledge as it is being acquired in order to support the 

transferability of knowledge" (Jonassen et al., 1992, p. 313). Multiple 

interconnectedness and differing thematic perspectives among different cases 

and concepts enable the situation-dependent and adaptive schema assembly 

that promote knowledge transfer (Spiro et al., 1988). 

Cognitive flexibility theory prescribes using a case-based instructional approach 

that provides access to thematic information structures to create learning 

environments that stimulate the development and application of flexible knowledge 

structures. Such environments stimulate the mindful processing of information 

(Salomon, 1985) necessary for generative learning to occur. In sum, by focusing on 

students generating flexible, usable knowledge in an information-rich learning 

environment, cognitive flexibility theory is a generative activity. 

Research on Cognitive Flexibility Theory 

Evidence validating the effectiveness of CFT is generally positive in the area of 

higher level thinking skills. For example, Spiro et al. (1987) conducted two studies 

with high school students in which control groups studied the same cases as the 

experimental groups, but the cases were presented linearly, while the cases for the 

27 



experimental groups contained case-to-case linkages. Control group learners 

outscored experimental group learners on reproductive tests of memory, 

but the experimental groups outscored the control groups on six different tests of 

application and transfer. Spiro and his colleagues (1987) concluded that conventional 

methods produce better results on traditional tests stressing rote memorization, but if 

the goal of education is generative knowledge, "then it would seem that methods like 

ours are far preferable to the conventional ones" (p. 191). Hartman and Spiro (1989) 

expanded on this research effort by studying the effects of multiple perspectives, 

flexible representation, and assessment of transfer. They found no differences in 

reproductive memory, but in knowledge application and transfer, the flexibility group 

significantly outperformed the control group. Finally, Jacobson (1990) compared a 

linear, computer-based drill treatment with an experimental treatment emphasizing 

multiple representations, linking abstract ideas to case examples, and the 

interrelationships between surface and structural knowledge. Again the drill group 

recalled more facts, but the experimental group attained higher scores on all transfer 

tests of knowledge. 

More recent investigations concentrate on expanding our understanding of 

cognitive flexibility theory and computer-based microworlds. For example, Jacobson 

& Spiro (1995) investigated the effects of learning from a minimal hypertext/drill 

condition versus a cognitive flexibility hypertext. The study consisted of two main 

parts. The first part was a reading stage where both groups read the same 
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instructional content. The second stage consisted of a study stage, in which the 

control group completed a computer-based drill program based on the facts and 

concepts of the reading stage, while the experimental group received a hypertext 

treatment stressing knowledge interrelationships and knowledge assembly. The 

results revealed that the control group performed higher on measures of memory for 

factual knowledge, while the experimental group demonstrated greater knowledge 

transfer. 

These research efforts appear to validate the efficacy of cognitive flexibility 

theory; instruction based upon CFT principles promotes development of certain types 

of generative knowledge. The studies demonstrate that CFT-based learning 

environments require students to manipulate and relate information to existing 

knowledge structures which supports the problem-solving and application processes 

endemic to advanced knowledge acquisition. However, opportunities for deep 

learning are not always fully taken advantage of, even when presented as unique 

learning environments (Salomon, 1985), such as a cognitive flexibility learning 

environment. In other words, although a learning environment may be based upon 

cognitive flexibility theory (or some other student-centered strategy) students may not 

employ the mindful processes required of generative learning. Given the necessity to 

activate mindful processes for generative learning to occur, the question becomes: 

Would the integration of compatible generative learning activities into a CFT-based 

learning environment promote deeper processing of material, and hence, increased 
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knowledge acquisition by advanced learners? The next section of this chapter 

discusses generative learning theory and collaborative learning, two generative 

activities that, in combination with cognitive flexibility theory, should increase 

learning by advanced learners. 

Generative Learning Theory 

Generative learning theory provides an understanding of the process of 

comprehension (Wittrock, 1992). Comprehension requires learners to formulate 

connections between the different parts of the information being perceived and 

between that information and what exists in memory (Wittrock, 1985). This causes 

learners to reorganize, elaborate, and/or reconceptualize information - rather than 

stuff more information into memory - which results in meaningful learning and 

comprehension (Grabowski, 1996). The important pedagogical point is that 

knowledge cannot be transferred directly from the teacher to students, but has to be 

created within each student (Harlen & Osborne, 1985). Learning with understanding, 

therefore, requires intellectual effort on the part of the learner to generate 

relationships between stimuli and stored information (Osborne & Wittrock, 1985). 

Wittrock (1992) sums up generative learning theory in the following manner: 
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At the essence of this functional model are generative learning processes 
people use actively and dynamically to (a) selectively attend to events and 
(b) generate meaning for events by constructing relations between new or 
incoming information and previously acquired information, conceptions, and 
background knowledge. These active and dynamic generations lead to 
reorganizations and reconceptualiztions and to elaborations and relations that 
increase understanding, (p. 532) 

Wittrock (1990) believes that there are two categories of activities that stimulate 

generative processes. The first category, designed to stimulate processing between 

the different parts of the information being received, includes activities such as 

composing titles and headings, writing questions, stating objectives, writing 

summaries, drawing graphs and tables, and constructing main ideas. The second 

category consists of demonstrations, metaphors, analogies, examples, problem 

solving, explanations, paraphrases, and inferences which generate relationships 

between the external stimulus (instruction) and prior knowledge. These categories 

can be used in either a teacher-provided or learner-generated format (Grabowski, 

1996; Wittrock, 1990). For example, the teacher can provide summaries or ask the 

learners to summarize. However, Wittrock (1974a) cautions that understanding 

cannot be given directly to students; if understanding is to occur, students must make 

the connections themselves. Di Vesta (1989) concurs: 

What is learned is not necessarily that which is stated in the title of the course, 
what is described in the curriculum or syllabus, or the behavior described in a 
behavioral objective or the content of the course defined by texts, 
assignments, delivery system, and curricular materials. What is learned 
depends on processing requirements that are actually carried out by the 
learner, (p. 55) 
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In summary, generative learning theory posits that learners put forth intellectual 

effort to actively construct knowledge by generating relationships (a) between the 

different parts of the incoming information and (b) between the new information and 

prior knowledge and other memory components (Grabowski, 1996; Wittrock, 1974a; 

1974b; 1985; 1990; 1992). Unfortunately, most of the research on generative 

learning theory concentrates on reading comprehension and individual students. 

Fortunately, the model emphasizes transforming static information (text) into flexible, 

usable knowledge (Grabinger, 1996), thus there may be transferability to other 

student-centered strategies designed to increase learning. 

Compatibility of Cognitive Flexibility Theory and Generative Learning Theory 

Cognitive flexibility theory advocates constructing/applying knowledge in a 

multiple case format to encourage development of flexible representations of content 

(Spiro et al., 1988). Learners manipulate the content information to make the 

multiple connections between and among the information and prior learning. Thus 

cognitive flexibility theory is a generative activity and conceptually, very similar to 

generative learning theory. However, the two models differ with respect to practice. 

First, there are obvious contextual differences between the two theories. Cognitive 

flexibility theory advocates using multiple cases in a complex learning environment 

to increase learning, whereas, generative learning theory prescribes specific strategies 

designed to increase student reading comprehension and understanding of text. 
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Second, Spiro and his colleagues specifically target the advanced stage of learning for 

CFT application, while generative learning theory application appears unrestricted 

regarding the stages of learning. Given the conceptual similarities, but practical 

differences, how might cognitive flexibility theory and generative learning theory 

interact to affect learning? 

The limited cognitive flexibility theory research discussed earlier demonstrates 

the effectiveness of cognitive flexibility theory in promoting advanced knowledge 

acquisition. Since generative learning theory offers strategies designed to make the 

learning processes explicit (i.e., stimulates mindful processes) and increase 

comprehension and understanding, it is reasonable to expect that generative learning 

strategies would enrich a cognitive flexibility learning environment. In other words, 

using strategies to stimulate one or both of the generative processes should help 

advanced learners develop the rich knowledge structures cognitive flexibility strives 

to promote. The strategies of interest in this study are summarization, which 

facilitates making organizational connections between the different parts of the new 

information, and explanation, which supports making connections between prior 

knowledge and the new information. 
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Individual Student Focus 

One interesting observation concerning the theories of learning just 

reviewed - especially cognitive flexibility theory - is the focus on the individual 

student. Given the proclivity to use computers to deliver CFT-based instruction, the 

focus on students interacting individually with computers to learn the respective 

subject domains is especially intriguing since much, if not most, research on 

computer-based learning focuses on collaborative learning. The concentration on the 

individual learner within the cognitive flexibility theory literature may reflect the 

initial empirical evaluation of cognitive flexibility theory, or the assumption that 

advanced learners (the stage of learning hypothesized to benefit from CFT-based 

instruction) learn best individually, or perhaps it is based on the belief that computers 

represent the ideal medium to individualize instruction. Whatever the reason, the 

reality is that students often work in small groups at computers (Hooper, 1992). 

Therefore, an investigation into the effects of collaborative learning on cognitive 

flexibility theory is warranted, especially since social interaction is such an integral 

part of a student-centered learning environment (Resnick, 1987; Wilson, 1996). 

Collaborative Learning 

At the outset it is important to make the distinction between the terms 

"cooperative learning" and "collaborative learning" because they differ with respect 

to how they encourage student interaction. Cooperative learning refers to group 
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learning approaches where a division of labor among participants requires individual 

students to take responsibility for different portions of the task (Crook, 1994; Damon 

& Phelps, 1989; Stodolsky, 1984; Teasley & Roschelle, 1993). Collaborative 

learning, on the other hand, involves students working jointly in a coordinated effort 

on the same problem (Damon & Phelps, 1989; Teasley & Roschelle, 1993). In both 

cases, the grouped students share a common goal, interact, and contribute to the group 

activity (Stodolsky, 1984), but the differences in task structure result in differences in 

equality and mutuality (two indexes of peer engagement). "Equality means that both 

parties...take direction from one another rather than one party submitting to a 

unilateral flow of direction from the other; and mutuality means that the discourse in 

the engagement is extensive, intimate, and connected" (Damon & Phelps, 1989, 

p. 10). According to Damon and Phelps (1989), cooperative learning is high on 

equality, but variable on mutuality due to the task subdivision that requires learners to 

accomplish much of their work individually. In contrast, students work jointly on the 

same problem in a collaborative environment creating "an engagement rich in mutual 

discovery, reciprocal feedback, and frequent sharing of ideas" (Damon & Phelps, 

1989, p. 13). The higher degrees of mutuality and equality present in a collaborative 

environment results in interaction between (not summation of) the understandings of 

the students which leads to emergent knowledge (Whipple, 1987). 

Collaborative learning is rooted in the assumption that knowledge is socially 

constructed and that social interaction is necessary for learning to occur (Vygotsky, 

35 



1978). Two different theoretical perspectives offer possible explanations for the 

cognitive growth associated with collaborative learning. The first, socio-cognitive 

theory, posits that interindividual conflict facilitates cognitive growth (Nastasi & 

Clements, 1992; 1993). Development occurs as students enter into a conversational 

process of negotiation and justification in an attempt to resolve differences of 

agreement (Crook, 1994; Nastasi & Clements, 1992; 1993). As the students 

reevaluate their positions and seek new information to resolve conflict, they learn the 

material better (Webb, 1987) and restructure old knowledge structures into new 

knowledge structures (Hanafin, 1992).   Co-construction is the second theoretical 

explanation for improved achievement. In this case interpersonal conflict is absent 

and partners integrate their differing task conceptualizations into a mutual plan for 

solving a problem neither could solve alone (Nastasi & Clements, 1993). Thus 

collaborating students scaffold or guide and correct each other and build on each 

other's ideas until they reach the solution. In either case, the process of collaborating 

requires students to make their thinking public and explicit (Crook, 1994), which 

facilitates intellectual growth through a process of declaring and justifying ideas, 

opinions, and interpretations (Damon & Phelps, 1989). Collaborating students, 

therefore, "retrieve prior knowledge, seek new information, evaluate their own and 

others' answers, ideas, and opinions, confront their own misunderstandings and lack 

of knowledge, and as a consequence, restructure their thinking" (Webb & Lewis, 

1988, p. 181) which leads to higher levels of understanding. 
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Research on Collaborative Learning 

Literally hundreds of studies and research reviews exist and most demonstrate 

the value of collaborative learning. For example, meta-analyses comparing the 

effects of small group and individual learning environments on achievement indicate 

effect sizes of .75 (Johnson, Maruyama, Johnson, Nelson, & Skon, 1981) and .63 

(Johnson & Johnson, 1989) favoring small group learning. In addition to improved 

learning, numerous other studies demonstrate that collaborative learning positively 

benefits the social-emotional (positive relationships and psychological health) 

aspects of instruction (Johnson & Johnson, 1992). 

The cognitive and social benefits documented for traditional classroom use of 

collaborative learning appear to transfer to computer-based learning environments as 

well. Some studies demonstrate significantly higher achievement for collaborative 

groups (Dalton et al., 1989; Hooper et al., 1993; Johnson et al., 1985; 1986), while 

others find no significant differences between individuals and small groups (Carrier 

& Sales, 1987; Makuch et al., 1992; Webb, 1985). Webb (1987) reviewed 14 studies 

comparing achievement between group and individual computer work and found 

similar results; only five studies found differences favoring the group activity. 

However, Webb concludes: 

The important result is that no study found greater learning among students 
working alone than students working in groups. This suggests that, averaging 
over all students, group work is not detrimental to students' learning, and may 
be beneficial, (p. 195) 
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For example, groups spend more time interacting on task (Johnson et al., 1985) and 

express more positive attitudes toward working at computers (Hooper et al, 1993). 

Although variable, these results mirror the positive results found for collaborative 

learning in the non-computer classroom. Thus, computer-based collaborative 

learning appears to be an enriching experience and may increase achievement. 

Given the volume of studies investigating the effects of computer-based 

collaborative learning, as well as the large number of factors involved (age, 

experience with computers, the computer activity, achievement measures, etc.) it is 

no wonder that results vary. This disparity of results notwithstanding, the general 

consensus is that the collaborative use of classroom computers is the preferable 

implementation strategy (Watson, 1990). One reason for grouping students at 

computers involves solving logistical problems (Hooper, 1992); in many instances, 

there simply are more students than computers. A second and more educationally 

sound reason for grouping students, rests on the assumption that learning occurs in a 

social context where learners interact and draw on one another's expertise (Krajcik, 

Blumenfeld, Marx, & Soloway, 1994). In the latter case, grouping students at the 

computer is based on the roles that communication and interaction play in creating 

meaning, while in the former case, grouping students may be based solely on 

classroom expediency. In both cases, however, teachers expect some educational 

benefit which presumably results from the quality of communications and interactions 

that occur between the grouped students. 
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In summary, considerable evidence exists demonstrating the efficacy of 

collaborative learning, both in a computer-based learning environment and the non- 

computer classroom. The benefits of collaborative learning result from the active 

engagement of students in an equal and mutual discourse of conversation and 

communication where learners make connections between incoming information and 

between the incoming information and prior knowledge. Clearly collaborative 

learning is a generative activity. 

Despite the considerable literature devoted to computer-based collaborative 

learning, most of this research is conducted with courseware designed for individual 

use (Jonassen, 1988). Additionally, computer-based learning is dominated by 

strategies that facilitate only superficial levels of processing (Hooper & Hannafin, 

1991). These types of software may be inappropriate for group use (Hooper, 1992) 

and may explain the variability of results found for computer-based collaborative 

learning. Several researchers (Hooper, 1992; King, 1989; Nastasi & Clements, 1992; 

Webb, 1987) call for research efforts to investigate how to facilitate and strengthen 

the use of effective collaborative processes. It is my contention that combining 

strategies designed to engage students in generative learning activities should 

facilitate student interaction and increase achievement. 
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Research Questions 

Several themes emerge from the literature review just concluded. First, although 

limited at this point, research supports the central assertion of cognitive flexibility 

theory that case-based learning produces greater knowledge acquisition and transfer 

than a linear, computer-based approach to learning the same material. Could student 

achievement be improved by modifying a CFT-based computer program with 

additional generative strategies? Additionally, the cognitive flexibility theory 

literature only evaluates students working individually in the CFT-based 

environment. What effect, if any, would pairing students have on the effectiveness of 

a CFT-based computer microworld? 

Second, research demonstrates that generative learning strategies are effective 

for increasing comprehension (Di Vesta & Peverley, 1984; Doctorow, Wittrock, & 

Marks, 1978; Grabowski, 1996; Johnsey, Morrison, & Ross, 1992; Linden & 

Wittrock, 1981; Stein & Bransford, 1979; Wittrock, 1990; 1992; Wittrock & 

Alesandrini, 1990). However, most generative learning studies focus on learners 

working alone. Given the evidence demonstrating the effectiveness of collaborative 

learning, might collaborating pairs generate more effective explanations and 

summaries and therefore, reach higher levels of knowledge acquisition than single 

students? 
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Finally, a common theme running through the vast literature on computer-based 

group work is the intense focus on children. 

Energetic computer-based group work has been most thoroughly documented 
within the earliest years of education..., and in the middle and secondary 
years....There is very little relevant research on this topic that considers further 
and higher education or work in training communities. (Crook, 1994, p. 124) 

Given the relative paucity of research regarding adult-oriented, computer-based 

collaborative learning, is collaborative learning effective for advanced learners? 

Also, can the collaborative process, and hence achievement, be improved by 

integrating the opportunity for collaboration with other generative activities, such as 

specific generative learning strategies or CFT-based computer learning 

environments? This study was designed to address these questions by assigning 

single and paired students to work on two qualitatively different CFT-based computer 

programs (a base program and a program enriched with additional generative learning 

strategies). 

Research Hypotheses 

The major research question involved investigating the effects of two generative 

learning activities (generative learning theory and collaborative learning) on the 

performance of advanced learners in a cognitive flexibility-based computer 

microworld. Two important questions emerge concerning the integration of cognitive 

flexibility theory, generative learning theory, and collaborative learning: 
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(1) Would the inclusion of embedded explanation and summary cues 

(generative learning strategies) result in differences in learning in a 

CFT-based computer microworld? 

(2) How would the addition of collaborative learning affect learning in this 

environment? 

Based on the literature, it was hypothesized that: 

(1) Students assigned to the generative program would out perform students 

assigned to the base program on the posttest. 

(2) Students assigned to the collaborative condition would out perform 

students assigned to the individual condition on the posttest. 

(3) There would be an interaction effect between the version of program and 

method of instruction treatment variables as measured by scores on the 

posttest. A synergy would develop between the two treatment variables 

such that students assigned to the pair/generative treatment would perform 

significantly better on the posttest relative to the other treatment groups. 
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CHAPTER 3 

METHODOLOGY 

Introduction 

This study used a computer-based learning program to provide instruction in the 

complex domain of transfusion medicine. This program integrated multiple cases 

with access to relevant information sources to encourage medical students to 

diagnose, assess, and manage infectious and non-infectious adverse events of 

recipients, and donor-related blood transfusion problems. The present study 

investigated the relative effects of complementary generative activities (generative 

learning strategies and collaboration) on the knowledge acquired by second-year 

medical students using a cognitive flexibility theory-based computer microworld. 

The remainder of this chapter discusses the materials, participants, research design, 

instrumentation, and instructional procedures used in this study. 

Materials 

Cognitive flexibility theory addresses knowledge acquisition in complex and ill- 

defined subject domains. The broad field of medicine is considered such a domain, as 

are the specialty fields within medicine (Spiro et al., 1988). Transfusion medicine is: 
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That area of medicine which includes the collection, production, storage and 
administration of lymphohematopoietic progenitors, mature blood cells, 
plasma and plasma components, as well as associated services to be used in 
treatment of patients with specific diseases. (D. Ambruso, personal 
communication, June 15,1998) 

Transfusion medicine is a multidisciplinary area encompassing a number of basic 

sciences (e.g., biochemistry, cell biology, transplant biology, and immunology), 

clinical sciences (e.g., hematology, medicine, surgery), and some applied sciences 

(D. Ambruso, personal communication, June 15,1998). Due to the large number of 

interrelated medical and science domains, no prototypic cases exist. Causes and 

effects interact and produce a variety of symptoms or require a number of different 

medical interventions that depend on the clinical status of the patient, the purpose of 

the transfusion, and from whose perspective the case is viewed (Jonassen et al., 

1992). Because of the complexity and ill-structuredness of this knowledge domain, a 

medical school professor responsible for teaching this curriculum, led a team of 

physicians, educational consultants, and instructional designers (Transfusion 

Medicine Team) to develop "Handling Transfusion Hazards," a computer program 

based upon cognitive flexibility theory principles. 

The Program: Handling Transfusion Hazards 

Diagnosing and treating transfusion-related problems is a dynamic, problem- 

solving activity. Clinicians collect information, order and interpret lab tests, and 

assess and manage clinical problems in their patients, including defining the 
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indication for use of blood transfusions. "Handling Transfusion Hazards" instantiates 

this process by providing medical students with realistic cases to solve, as well as the 

tools necessary to solve the cases. 

The program consists of four distinct parts: (a) program introduction, 

(b) pretest, (c) learning phase, and (d) posttest (see "Instruments" this chapter for 

descriptions of the pretest and posttest). The introduction provides information to 

help the students successfully complete the program. This orientation (a) discusses 

the program content and learning objectives, (b) provides a concept map (i.e., 

diagram) that illustrates and explains each part of the program, (c) and informs the 

students of the requirement to complete the program in its entirety by sequencing 

through the pretest, practice cases, and posttest. 

The learning phase contains six practice cases (scenarios) that require the 

subjects to order laboratory tests (if appropriate) to help them form a diagnosis and 

then select suitable assessment and management options. The cases require the 

students to access relevant factual and conceptual information which is then applied 

to solve the transfusion problems at hand. Each case contains (a) a description of the 

case, (b) a research section, (c) an actions section, and (d) a help section (Figure 3.1 

presents a sample case screen). These sections are described below. 
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Figure 3.1. Sample Case Screen from Practice Case Three 

PRACTICE CASES: Introduction 

r   *> 
The Case or Fainting Freddie 

It's Saturday morning, July 5, and you receive a frantic 
page from the drawing center at your hospital blood bank. 

Your hospital routinely draws volunteer blood donors for 
processing by the local community blood centerand the 
intern on duty provides medical coverage. 

A donor has just fainted and your help is required 
immediately. You breathlessly approach the donor room 
to find a pale, sweaty donor lying on a cot. 

Research: 
Iff HistoryJPhysical  J 

Pera pectivesjj 

If    Similar Cases    Jjf 

Actions: 
f  OrderUbTeats   \  , • 

f    AäsessCese     ) 

.   f   Managed       1 

f    CasesMenu     }""'.. 

<55& 
Map Textbook       Quit 

• Case summary: Upon selecting a case, students are presented with the 

case summary which provides basic contextual information (see Fig. 3.1). 

• Research: The research section contains thematic information sources that 

provide structural information relevant to the case. 
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History/physical: This section provides the basic patient 

background information necessary for the learners to begin the 

diagnostic process. Figure 3.2 presents a sample history/physical 

screen. 

Figure 3.2. Sample History Screen from Practice Case Three 

|| PRACTICE CASES: History 

r    ^ 
Ihe.t>aMO.t..!s.Äi&.foA!r.yss.CS..o.!d,.. 

medication 

Research: 

f   Physical Exam   *j| 

Actions: 
Return 

Map T#xtbeok       Quit 
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•   Perspectives: Each case contains opinions from several significant 

operatives, such as the attending physician, resident, phlebotomist, 

blood bank director, surgeon, pediatrician, internist, fellow, donor, 

recipient, gastroenterologist, and patient. Usually four or five 

perspectives are available based on the relevance of the 

information to the case content. Figure 3.3 presents a sample 

perspectives screen. 

Figure 3.3. Sample Perspectives Screen from Practice Case Three 

PRACTICE CASES: Perspective of Phlebotomist 

This donor had a normal interview. 
He is a first time donorand came to the blood bank this 

morning because his mother had an operation a week ago 
and he wanted to help replace the blood she had used. 

He appeared nervous and said he has been afraid of 
needles since he was a child. We did a normal draw and It 
went well, but when he got up from donating, he said he felt 
weak, collapsed and lost consciousness. He regained 
consciousness after two or three minutes and then seemed 
fine. He didn't haye any problems breathing or anything 
else. 

Research: 
fPhlebotomist    jjj 

^[Attending Physician \i 

(        Patient      ~~] 

Blood Bank Direct or] (&QI 

Actions: 

Return 

(555 
Map Textbook Quit 
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Similar cases: The program contains a bank of 24 cases that are 

less detailed than the primary learning cases. These cases provide 

information pertinent to the selected practice case. The similar 

cases menu provides two choices: closely related similar cases and 

other suggested similar cases. Closely related similar cases share 

the following attributes with the practice case: group involved, 

type of risk, pathophysiology, symptoms, and screening tests; 

whereas, the other suggested similar cases share only one or two of 

the attributes above. Figure 3.4 shows a sample similar cases 

screen. 

Figure 3.4. Sample Similar Cases screen from Practice Case Three 

Similar Cases: Transient Seizure Introduction 

?" ^ 
The Case Of The Transient Seizure 

N.G. is a 56-year-old white female autologous blood donor 
who sustained a severe reaction during donation. 

Research: 

[    C   3Hi3lory     J| 

(   Physical Exam   ].■ 

Actions: 
'[      NextCase       }H 

j|[        Return ]| 

655 
Map Textbook Quit 
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Help: The help section provides three choices: textbook, quit, and 

map. 

Textbook: The program contains a transfusion medicine textbook 

that provides detailed information on donor and recipient 

transfusion issues, as well as access to a glossary of medical 

terminology. Figure 3.5 presents the textbook index screen. 

Figure 3.5. Textbook Index Screen 

TEXTBOOK: Index 

Donor Issues 
DONOR PROCESSING 

Assessment 
Registration 
Reaurements/ordonation 
Conor protection 
Recipient protection 
Otherrestiictions 
Aisndatoytests 

Post-phlebotomyc&re 
DONOR RISKS 

General reactions to donation 
Mdreactfons 
Moderate reactions 
Severe reactions 
Ot/itrreactions 

Natureofvoimteer 
Autologous donations 
Directed donations 

Recipient Issues 
RECIPIENT PROCESSING 

"Look-back" 
RECIPIENT RISKS 

Infectious 
.Acute walhepatMs 

HepatitisA 
HepaffisB 
HepatitisC 

Ctt>ercauseso//iepati 
Surrogate Testing 

Retroviruses 
Mr-/ 
Htr-2 
HTL Yi 
mi m 

SyphSis 
Hemolytic Transfusion Re 

AcuteHTR 
DelayedHTR 

inmuno/egiciisks 
GLOSSARY OF TERMS 

■click right 
| on the index 
mtffp/clhat 
■you wish to 
■see 

Actions: 

•    Quit: The quit function allows the students to exit the program. If 

selected this option saves the student's work up to, but not 

including the current case. 
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• Map: This function takes the students to the conceptual map 

contained in the program orientation. 

The research resources and textbook contain the declarative (factual) and 

conceptual knowledge required to support the students' problem-solving processes; as 

such, they remain available throughout the diagnosis and treatment phases (labs, 

assessment, and management) which are described below. 

•   Actions: Each case requires the students to order lab tests (if appropriate), 

assess, and manage a transfusion medicine problem. 

• Laboratory tests: Students have the option of ordering many 

different types of laboratory tests to help them develop and 

confirm their diagnosis. Upon selecting the lab test portion of the 

program, students are given the option to choose from five 

different types of lab tests: chemistry, hematology/coagulation, 

blood bank/serology, microbiology/urinalysis, and diagnostic 

procedures/radiology. Each of these test types contain between 4 

and 20 tests and procedures. Upon selecting a test, students 

receive immediate test results (a test value) and feedback 

concerning the appropriateness of the test. After ordering all of the 

tests for a given type (e.g., chemistry), the students have the option 

to view a list of suggested tests. 
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•   Assessment and Management: Assessment and management 

actions proceed in the same fashion. Students choose their 

courses of action and receive immediate feedback concerning the 

advisability of each action taken. Then they have the option to 

view the correct actions. After the students complete the 

management actions, each case ends with a summary of the 

learning outcomes specific to that case. 

"Handling Transfusion Hazards" facilitates knowledge acquisition in the 

complex domain of transfusion medicine by giving students practice solving actual 

clinical problems. This program achieves its objectives by combining case-based 

instruction with the structural support of thematic information resources (patient's 

history/physical, a transfusion medicine textbook, perspectives of several case- 

relevant operatives, and other prototypically similar cases). Specifically, this 

program: 

1. avoids oversimplifying instruction since no single case is prototypic, 

2. provides multiple representations through the varied nature of the cases 

and different sources of information available for processing the cases, 

3. supports context-dependent knowledge acquisition by providing real life 

cases, as well as realistic information sources, and 

4. emphasizes knowledge construction through the analytical processes built 

into the program. Students must access different sources of declarative 
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and conceptual knowledge to solve the cases. In the process the students 

build complex schemata consisting of procedural (how to) knowledge 

rather than an assortment of unrelated facts (Jonassen et al., 1992). 

In summary, "Handling Transfusion Hazards" fosters contextualized reasoning 

(Resnick, 1987). The program provides medical students with the opportunity to 

scientifically reason and solve real-world medical problems just as practicing 

clinicians would, and therefore, is clearly a generative activity (see Appendix A for a 

copy of a practice case). 

Program Development and Evaluation 

An extensive development and formative evaluation process was used to develop 

"Handling Transfusion Hazards." This process took almost two years and is detailed 

below. 

• First, the content topics in transfusion medicine were identified by the 

physicians responsible for teaching this curriculum and organized under 

the theme of risk management to donors and recipients. Selection of these 

topics was guided by learning objectives established for the transfusion 

medicine curriculum. 

• Second, this information was organized into a database by the Transfusion 

Medicine Team according to adverse events (for example, Hepatitis A, 

Hepatitis B, HIV, etc.). Cognitive flexibility theory was selected as the 
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theoretical framework for presenting this information in a computerized, 

case-based format for two reasons: (a) the learning objectives involve 

application and transfer of information and (b) cognitive flexibility theory 

provides the means to create an authentic environment that promotes 

critical thinking and problem solving (additional educational outcomes the 

Transfusion Medicine Team wished to facilitate). 

• Third, the practice and test cases were developed based upon actual 

clinical cases. Issues considered at this point included the number of cases 

to use, the appropriate resources (textbook, etc.) necessary for the students 

to solve the cases, and the relationships between the cases. 

• Fourth, a complete working program was developed leading to formative 

evaluation of the program by users (medical students, residents, and 

fellows) and expert review of content. Formative evaluation was 

conducted on individual practice cases and the total program to check for 

proper operation of the program. Content review was conducted by two 

transfusion medicine experts (not connected with the project) who 

checked the content and operation of the program for accuracy and 

completeness. 

• Finally, changes suggested by the expert reviewers were incorporated. 

This study used two versions of this program: the version described above (base) 

and a generative version. The generative program includes embedded generative 
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learning strategies (explanation and summarization cues) that require the students to 

explain their decisions and to summarize the main concepts of each transfusion 

medicine case. Providing explanations enables students to reorganize and clarify 

their ideas which helps them recognize gaps in understanding and increase learning 

(Webb & Lewis, 1988). Summarization involves paraphrasing the information to be 

learned and through further encoding, helps students to consolidate and strengthen 

what was learned and provide feedback concerning the degree of understanding 

achieved (Hooper, 1992; Yager, et al., 1985). These strategies should help the 

students make the connections between the multiple contexts in which concepts apply 

leading to greater knowledge acquisition. 

The generative program version requires students to justify (explain) their 

decisions when ordering lab tests, and assessing and managing each case. After 

explaining their actions, the students can view the results, corrective feedback, and 

the correct actions just as they would in the base version. Finally, before proceeding 

to the next case, the program prompts the students to summarize the main concepts 

contained in the case, and to highlight any similarities or differences with other cases 

(Appendix B contains examples of the generative version screens). 

The base program was modified to produce the generative program version by 

the author with the help of a computer programmer affiliated with the Transfusion 

Medicine Team. The introductory information, instructional content, and lesson 

sequencing remained the same. The only changes involved embedding the 
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explanation and summary cues and providing the screen space necessary to respond 

to the cues. Since the changes encompassed how the program functions, and not 

program content, the author conducted an operational evaluation to ensure the reliable 

operation of the generative program. 

Participants 

One hundred and thirty-two second-year medical students, 70 men and 62 

women, participated in this study. These subjects were enrolled in Pathophysiology 

of Disease, a required course for all students attending a major medical university 

located in a large western city. The subjects completed "Handling Transfusion 

Hazards" during the three-week hematology rotation of the Pathophysiology of 

Disease course. All subjects completed the program; however, thirty-one students 

were excluded from the final analysis due to missing or inaccurate data and 

noncompliance with study conditions (see Chapter Four, Data Collection and 

Analysis Screening Procedures). Thus, one hundred and one students were included 

in final statistical analysis. 

Assignment to Treatment 

Effective interaction stimulates "mindful learning" (the employment of 

nonautomatic volitional and metacognitively guided processes of learning) resulting 

in greater cognitive effort and deeper processing of information (Salomon, 1985; 
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Salomon & Globerson, 1987; 1988). Interdependence must be established for 

students to interact effectively (Johnson & Johnson, 1992); however, simply placing 

students together and asking that they work as a team may not establish the level of 

interdependence required for a good collaborative effort. Salomon and Globerson 

(1988) write: 

A team is a social system, and as such it is a qualitatively different entity than 
a few individuals working alone side-by-side. Behaviors and cognitions in the 
group have two major characteristics: they become interdependent and this 
interdependence develops over time in a reciprocal manner. This developing 
interdependence implies that individuals' cognitive processes affect and 
become affected by the ones of the other team members. Communication 
among the team members serves as the means for the gradually growing 
interdependence of cognitions and behaviors such that efforts (or effort 
avoidance) become coordinated and shared, (p. 93) 

Interdependence is likely to be low during short research experiments when 

subjects have little previous interpersonal knowledge or interaction with one another 

(Hooper, Sales, & Rysavy, 1994; Salomon & Globerson, 1988). Low 

interdependence may explain the variability of results concerning achievement in the 

computer-based collaborative learning literature, as well as the unanticipated results 

in the pilot study (described later in this chapter). Therefore, paired subjects picked 

their partners. The assignment process proceeded as follows: 

1.   The students were previously assigned to one of twelve unit teaching labs 

(UTLs) ranging from 8 to 12 students each, therefore, the method of 

instruction variable (single or pairs) was randomly assigned to the UTLs. 

One UTL was assigned to the single condition for every two UTLs 
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assigned to the paired condition, resulting in the assignment of 4 UTLs (44 

students) to the single condition and 8 UTLs (88 students) to the paired 

condition. 

2.  A program version was then randomly assigned to each individual 

student or pair. 

This process created four treatment groups (see Figure 3.6). Groups 1 and 2 

were each comprised of 22 students working individually. These groups differed by 

the version of program. Groups 3 and 4 were each comprised of 22 collaborative 

pairs. Again these groups differed by the program version. The breakdown of 

students and treatment groups for the final analysis consisted of 31 single students (18 

students assigned to Group 1 and 13 students assigned to Group 2) and 35 

collaborative pairs (20 pairs assigned to Group 3 and 15 pairs assigned Group 4). 

Design 

This study used a 2 X 2 factorial design (see Figure 3.6) to address the question 

of how embedded generative learning strategies and collaboration affect knowledge 

acquisition among advanced learners (medical students) in a CFT-based computer 

microworld. 
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Figure 3.6. Experimental Design 

Program Version 

Instructional Method Base Generative 

Single Group 1 Group 2 

Pair Group 3 Group 4 

The experimental design employed the pretest-posttest control group design espoused 

by Campbell & Stanley (1963) and is graphically depicted below: 

R O Xi O 

R 0 X2 O 

ROX3O 

ROX4O. 

Variables 

Independent Variables 

Two independent variables were studied (see Figure 3.6). The first independent 

variable was the version of computer program. As previously discussed, a base 

computer program was developed according to cognitive flexibility theory principles. 

A generative version was then developed by embedding two generative learning 

strategies into the base version. Creating two similar, yet qualitatively different 
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programs permitted testing the effect generative learning strategies exert on learning 

in a CFT-based computer microworld. The second independent variable consisted of 

the instructional method (individual versus collaborative learning), which permitted 

testing the effect of collaboration on the learning among advanced learners in a 

cognitive flexibility environment. 

Dependent Variable 

The dependent variable was the knowledge acquired (constructed) by the 

subjects as measured by a posttest taken at the conclusion of the learning phase of the 

computer program. The dependent measure consisted of three cases that required the 

subjects to diagnose and treat transfusion related problems similar to the problems 

encountered in the practice cases. Each posttest case measured the students' mastery 

of the facts and ability to think through and solve the transfusion medicine problems 

encountered. The test cases were similar in structure to the practice cases except that 

the information resources (e.g., perspectives, similar cases, and textbook) were 

removed (see Figure 3.7). 
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Figure 3.7. Sample Screen from Test Case B 

TEST CAS EB: Introduction 

T^~ 
■£. ^ 

The Case of the Dilutional Dilemma 

The head nurse from the premature nursery calls you and 
says she is sending a blood sample from a baby who has 
had a severe hemolytic reaction while undergoing an 
exchange transfusion. 

You are the physician covering the transfusion medicine 
consultation service and the neonatology service needs yo 
help. 

Research: 
if  HistoryfPhysical  ) 

Actions: 

© 

As discussed in Chapter One, collaborative learning studies typically require 

subjects assigned to the group condition to test independently to measure the 

"individual" knowledge acquired as a result of collaborating. Collaborative learning 

is premised on the notion that "two heads are better than one," where the level of 

group generated knowledge is greater than the knowledge of the individual 

participants (Whipple, 1987). Also, the research demonstrates that group-to- 

individual transfer occurs at least to the same degree between subjects assigned to 

collaborate and subjects assigned to the single condition. Therefore, in this study, the 

subjects assigned to the collaborative condition tested with their partners. This 
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permitted examining individual versus socially constructed knowledge. The 

instruments section provides a more detailed description of the posttest. 

Instruments 

Pretest and Posttest 

The pretest and posttest measured the subjects' understanding of the transfusion 

medicine knowledge domain. The students' scores on the pretest and posttest were 

based on the lab tests they ordered, and how they assessed and managed three cases 

conceptually similar to the cases presented during the learning phase of the program. 

The point system used to score the learners' performance is outlined below: 

• Lab tests: Each lab test ordered was scored on a scale from -1 to +2 

depending on how essential it was for establishing a diagnosis for the case, 

its affect on the patient, and cost considerations. 

• Assessment: Each action selected for assessing a case received a score of 

-1 or +1 depending on the validity and appropriateness of the selection. 

• Management: Each management action received a score of-1 or +1 

depending on the appropriateness of the selection for the case. 

The three test cases contained a total of 172 lab tests, 19 assessment, and 16 

management choices (see Appendix C for an example test case). There were 30 lab 

test points, 9 assessment points, and 8 management points for a total of 47 points. 
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The same cases were used for the pretest and posttest (see the pilot study for 

justification). 

The test cases were developed in conjunction with the learning cases. Two 

transfusion medicine experts reviewed the test cases for content validity, 

comprehensiveness, and accuracy as part of the content review process. They were 

asked to judge the match between the learning objectives, the practice cases, and the 

test cases, as well as to evaluate the rationale used to develop the grading scales. The 

experts were asked to arrive at consensus regarding these issues. Changes were made 

to the test cases based upon the experts' feedback. 

Procedure 

Pilot Study 

The base computer program was piloted during the spring of 1997 to determine: 

1. If differences in learning exist between single and paired users, 

2. If medical students using a computer-based learning program would 

effectively collaborate, and 

3. If the test cases were parallel forms. 

The participants in the pilot study were second-year medical students, one year 

further advanced in medical school than the current subjects. All students 

participated, resulting in a subject population of one hundred and forty-two. 
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To answer these questions the base program was modified slightly. Since the 

program consisted often cases, the decision was made to drop one non-infectious 

disease case to produce a module containing two pretest cases, five learning cases, 

and two posttest cases. The pretest and posttest each contained one infectious disease 

case and one blood donor case, while the learning phase contained infectious, non- 

infectious, and donor cases. Two versions of the base program were developed, 

differing by alternate forms of the pretest and posttest. In other words, the pretest for 

program version A was the posttest for program version B and vice versa. 

The pilot study was conducted between April 2,1997 and May 22,1997. 

Pretest/posttest results indicated that the test versions were not parallel. The means 

for one infectious disease test case (test case 2) were higher than the means for the 

second infectious disease test case (test case 1). A series of 2 (Grouping) X 2 

(Version) ANOVAs were run to determine if a lack of parallelism existed. The 

ANOVAs resulted in several significant main effects and interactions by program 

version for the recipient cases. The data suggest that test case 2 was easier, which 

corresponded with the higher mean scores on this test. 

Although the tests were not equivalent versions, it was still possible to determine 

if differences in learning existed between singles and pairs. In this case two separate 

ANCOVAs were run (by program version) comparing the means for singles and pairs 

for program version A and comparing the means for program version B. This 

analysis indicated that no significant differences existed between the single and 
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paired students using the same versions of the program. Although not anticipated, 

this result does not deviate from the collaborative, computer-based learning literature, 

where some studies demonstrate higher achievement for collaborative groups versus 

individuals, while others find no significant differences. 

Finally, to determine if program users would effectively collaborate, five 

volunteer pairs were videotaped using the program. A coding scheme containing two 

main interaction types (on-task and off-task) and four verbal interaction categories 

(questions and statements for both interaction types) was developed as an observation 

checklist. The four interaction categories were further subdivided into two 

categories: (a) suggestions, opinions, directions, and (b) explanations, evaluations. 

The coding scheme also contained a provision for categorizing an interaction as either 

cognitive conflict or co-construction. 

Verbal interactions were coded in terms of their frequency of occurrence by two 

independent coders. To determine if cognitive conflict or co-construction existed, the 

coders were asked to document cases of cognitive conflict; if cognitive conflict was 

not present, it was assumed that co-construction existed. The coders documented the 

verbal interactions for the practice and posttest phases of the program. Average inter- 

coder agreement was .95. Although the sample was small, the data suggest that the 

medical students remained highly task focused during the two program phases 

observed. Furthermore, the interaction patterns demonstrate that the students 

concentrated their efforts in giving and receiving explanations, which as previously 
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discussed, are positive collaborative behaviors. Finally, the coders failed to document 

any cases of cognitive conflict, suggesting that these pairs created a co-constructive, 

collaborative environment. 

The results of the pilot study led to the questions of interest in the present study, 

as well as the following procedural changes: 

1. Creation of a second program (i.e., the generative version). 

2. Since the test cases were demonstrated not to be parallel forms of the 

measure, the decision was made to drop one test case and use the same 

cases for both the pretest and posttest. 

3. Adding the dropped test case to the bank of learning cases to provide 

comprehensive coverage of the transfusion medicine domain. 

4. Assigning the instructional method condition to the UTLs rather than to 

each individual student. 

Instructional Intervention 

The Pathophysiology of Disease course was broken into three sub-courses. The 

transfusion medicine curriculum was taught during the hematology block of 

instruction. During a 30-minute lecture on the first day of the hematology course, the 

students were introduced to the computer module. The transfusion medicine 

curriculum manager discussed the program content and learning objectives, the 

logistics involved to obtain a computer disk, and the requirement to complete the 
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program and grading criteria. The students were also told that they must complete the 

program as assigned (i.e., if assigned to work individually, they must not consult with 

any other students; and if assigned to work collaboratively, they must complete the 

program only with their partner). Finally, the students were directed not to discuss 

program content or operation with any other students enrolled in Pathophysiology of 

Disease. Appendix D contains a copy of these instructions. 

The program was loaded on six computers in the medical school's Learning 

Resources Center (LRC). Three computers were designated as the primary computers 

for running the program; these computers were physically separated from one 

another. The other three computers containing the program were co-located and were 

considered backups. Each individual student and collaborative pair were issued a 

diskette that provided access to the program and recorded their actions. Due to the 

medical students' tight schedules and the limited number of computers, the students 

were given approximately three weeks (March 23,1998 to April 10,1998) to 

complete the program. The medical school relies heavily on the honor system, 

however to monitor compliance with the curriculum manager's instructions to work 

individually or in pairs as assigned, the author was present while 22 single students 

and 31 pairs worked through the program. After completing the program the students 

turned their disks into the LRC staff for collection. 
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CHAPTER 4 

RESULTS 

Introduction 

This study examined the relative effects of embedded generative strategies and 

collaboration on knowledge acquired by advanced learners in a cognitive flexibility 

theory-based computer microworld. The independent variables were program version 

(base or generative) and method of instruction (single or pairs). The dependent 

variable was the score achieved on a posttest consisting of three transfusion medicine 

cases. Analysis of covariance (ANCOVA) was used to test the experimental 

hypotheses. In addition, multivariate analysis of variance (MANOVA), analysis of 

variance (ANOVA), and t-test statistical techniques were used in a secondary analysis 

of the data. This chapter presents the results of these analyses and is organized as 

follows: 

1. Data collection and screening procedures. 

2. Primary data analyses. 

(1) Compliance with the assumptions for ANCOVA, 

(2) Summary and descriptive statistics, and 

(3) Analysis of covariance. 
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3. Secondary data analyses. 

(1) Multivariate analysis of variance, 

(2) Program effectiveness, 

(3) Time spent on instruction, 

(4) Analysis of explanations and summaries, and 

(5) Analysis of student comments. 

4. Summary of results. 

Data Collection and Analysis Screening Procedures 

The students' disks recorded pretest and posttest results (selections and scores), 

as well as other interactional data (e.g., time information, student explanations and 

summaries, and program critiques). These data were extracted from the disks, 

checked for accuracy, and hand entered into the Statistical Package for the Social 

Sciences (SPSS 7.5 for Windows, 1996) data editor. This database served as the 

master file for the primary and secondary statistical analyses. 

As previously discussed, medical students enrolled in the hematology rotation of 

the Pathophysiology of Disease course were required to complete this program. One 

hundred and thirty-two students completed the program; however, thirty-one students 

were eliminated from the final analysis due to inaccurate data or noncompliance. 

Three students were dropped because of extreme scores or missing data. Two 

students assigned to the single condition were excluded because they violated the 
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requirement to work independently. The remaining twenty-six students were 

eliminated due to lack of effort. These students either failed to provide the 

explanations and summaries required of the generative version of the program, or 

they chose to spend less than thirty-six minutes (the established minimal time 

necessary to complete the program) on the six practice cases. Thus, the final analysis 

included one hundred and one students (31 singles and 35 pairs). 

Primary Data Analyses 

This study used a 2 X 2 factorial design to test for the main effects and 

interaction predicted in Chapter Two. The students were randomly assigned to the 

different levels of the independent variables. An analysis of variance on the subjects' 

pretest scores suggests that randomization was achieved (see discussion of random 

assignment in the next section); however, analysis of covariance (using the pretest as 

the covariate) was selected to conduct the primary data analysis to increase the power 

of the study. This section discusses the assumptions of analysis of covariance 

(ANCOVA), provides summary and descriptive data, and concludes with a 

presentation of the ANCOVA results. 

Assumptions for Analysis of Covariance 

Random and Independent Errors. Each subject was randomly assigned to one 

treatment group according to the process described in Chapter Three. An analysis of 

70 



variance conducted on the pretest for the four treatment groups suggests that random 

assignment was achieved: F(3, 63)=.413, p=.744. Additionally, the researcher 

observed 84 students running the computer program and noticed only two students 

not complying with the requirement to work as assigned (i.e., individually or pairs). 

These students were excluded from the statistical analyses. The students' disks also 

recorded the dates and times the students accessed the program. Analysis of the dates 

and times of the students not observed suggest compliance with the requirement to 

work as assigned. To gauge the level of compliance with the condition to refrain 

from discussing the program, the researcher randomly asked students what they had 

heard about the program prior to arriving at the LRC. Most of the students reported 

hearing that the program was "long" or "frustrating," but none of the students 

reported any discussion related to the program's content. An analysis of variance 

conducted on pretest data (F(2, 63)=.217, p=805) and posttest data 

(F(2, 63)=.204, p=.816), by the week the program was completed, suggests this 

noncompliance had a negligible effect on the students' scores. Finally, inspection of 

a residual plot of posttest scores (see Appendix F) suggests that the assumption of 

random and independent errors was met. 

Normality. Analysis of covariance is robust to departures of the sample from 

normality (Lomax, 1992); nevertheless, the subjects' posttest scores were analyzed to 

determine if the requirement of normality was met. Mean posttest scores were 22.9 

with a standard deviation of 5.18. The skewness statistic (-.270) indicates that the 
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distribution was slightly skewed to the left. The kurtosis statistic (-.469) indicates 

that the center and tails of the distribution were slightly shorter than that of a normal 

distribution. The ratio of each of these statistics to their standard error can be used as 

a test of normality (SPSS, 1996). The ratios of-.92 (skewness) and -.81 (kurtosis) 

fall between the values -2 and +2, and the shape of the histogram is fairly symmetric, 

therefore the posttest scores approximate a normal distribution curve. Stem and leaf 

plot analysis of posttest scores and the Kolmogorov-Smirnov test of normality 

(F (66)=. 102, p=083) confirm that the posttest scores approximate a normal 

distribution (see Appendix F). 

Homogeneity of Variance. Levene's test of equal variances, and Cochran's C, 

and Bartlett-Box F tests of homogeneity of variance were conducted on the posttest 

data to determine if the cell variances were equal. Levene's F(3, 62)=697, p= 558, 

Cochran's C(16,4)=282, p=1.000, and Bartlett-Box F(3, 6475)=069, p=977 all 

support the null hypothesis that the population cell variances were equal. 

Linearity and Homogeneity of Regression Slopes. Inspection of the 

scattergrams showing the relationship between the pretest and posttest scores for the 

entire sample, as well as each treatment group, support the assumption of linearity. In 

each case a straight-line best fit the data (see Appendix F). 

The assumption of homogeneity of regression slopes requires the slopes of the 

regression lines to be the same for each group, which permits testing for group 

intercept differences (Lomax, 1992). This assumption was supported by positive 
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Pearson correlation coefficients (see Table 4.1). However, as the table shows, the 

Pearson coefficient for treatment group 3 was different than the Pearson coefficients 

for the other three groups. To ensure compliance with this assumption, an analysis of 

covariance was conducted in which a three-way interaction was specified between the 

covariate (pretest total score) and the two independent variables (SPSS 7.5,1996). 

This interaction term, PROGRAM*SINGLE/PAIRS*PRETEST TOTAL SCORE, 

showed no evidence of violation of the equal slopes assumption: 

F(l, 59)=.690, p=410. Thus the null hypothesis of equal slopes was accepted. 

Table 4.1 

Pearson Correlation Coefficients 

Treatment Group Pearson Correlation Coefficient 

Total r = .490 

Treatment Group 1 (singleftase) r = .593 

Treatment Group 2 (single/generative) r = .568 

Treatment Group 3 (pair/base) r = .309 

Treatment Group 4 (pair/generative) r = .660 
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Covariate Measured Without Error. As discussed in Chapter Three, the same 

three cases were used for the pretest and posttest. These cases required the subjects to 

evaluate, synthesize, and apply content material while making multiple decisions 

regarding the appropriateness of lab test, assessment, and management actions. This 

testing format precluded the ability to obtain a reliability estimate since the test cases 

were not objective, multiple-choice tests. However, these test cases were developed 

in conjunction with the practice cases and reviewed by transfusion medicine experts 

to establish content validity and accuracy. Therefore, not meeting this assumption did 

not adversely affect the results. 

Fixed Independent Variables. This assumption states that the researcher fixes 

the levels of the independent variables (Lomax, 1992). The study's design, which 

assigned subjects to one treatment group only, ensured compliance with this 

assumption. 

Independence of the Covariate and Independent Variable. Although not an 

assumption of the ANCOVA model, the covariate should not be influenced by the 

independent variable (Lomax, 1992). There were two independent variables in this 

study - program version and method of instruction. This condition was met for 

version of program since the pretest was taken before the students entered the practice 

portion of the computer program. Although the students failed to comply with the 

request to refrain from discussing the program, there appeared to be no significant 

effect on the pretest scores. An analysis of variance investigating the differences in 
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pretest scores over time suggests that there were no significant differences in pretest 

scores during the course of the study: F(2, 65)=217, p=.805. When asked, none of 

the students admitted to knowing about the content of the pretest before running the 

program. In fact, several students commented that they wish they had known the 

pretest and the posttest were the same. 

Method of instruction, the second independent variable, was randomly assigned 

to the unit teaching labs instead of each individual student. The study's design 

established the "pair" as the unit of analysis (rather than two individuals); therefore, 

students assigned to the collaborative condition tested together rather than separately. 

An analysis of variance conducted on the pretest scores demonstrated no significant 

difference between the single and paired treatments: F(l, 64)=.479, p=.491. This 

result suggests that method of instruction was independent of, and did not influence, 

the pretest scores. 

In summary, the following assumptions were fully met for this study: random 

and independent errors, normality, homogeneity of variance, linearity and 

homogeneity of regression slopes, fixed independent variables, and independence of 

the covariate and the independent variable. The assumption pertaining to the 

measurement of the covariate without error could not be tested due to the nature of 

the measure. 
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Summary and Descriptive Statistics 

Table 4.2 presents summary and descriptive statistics for this investigation. The 

pretest scores ranged from 13.7 for the single/base treatment to 15.9 for the pair/base 

treatment, with an overall mean of 15.1 (SD = 6.4). The pretest means ranged from 

14.8 to 15.5 and from 14.5 to 15.6 for the two independent variables respectively. 

The overall mean for posttest performance was 22.9 (SD = 5.2). Posttest scores 

ranged from 21.1 for the single/generative treatment to 24.2 for the pair/base 

treatment. For the two independent variables, the posttest scores were 24.1 versus 

21.4 favoring the base version of the program, and 23.1 compared with 22.7 favoring 

the collaborative condition. 

Table 4.2 also shows that the mean time for completing the practice portion of 

the program was 72.2 minutes (SD = 30.8). The mean completion time ranged from 

63 minutes to 88.8 minutes. For the two independent variables the mean completion 

times were: (a) 63.2 minutes for the base program versus 84.4 minutes for the 

generative version of the program and (b) 70.5 minutes for the pairs compared with 

74.1 minutes for the single students. 
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Table 4.2 

Summary Statistics 

Program 
Single or 
Pairs 

N Pretest Posttest Practice 
Case 
Time 

Base Single 18 M 13.7 23.9 63.4 
SD 8.6 5.0 18.6 

Pairs 20 M 15.9 24.2 63.0 
SD 5.5 4.9 19.1 

Total 38 M 14.8 24.1 63.2 
SD 7.1 4.9 18.7 

Generative Single 13 M 15.7 21.1 88.8 
SD 6.5 5.2 41.7 

Pairs 15 M 15.3 21.6 80.6 
SD 4.9 5.5 38.0 

Total 28 M 15.5 21.4 84.4 
SD 5.5 5.3 39.2 

Total Single 31 M 14.5 22.7 74.1 
SD 7.7 5.2 32.5 

Pairs 35 M 15.6 23.1 70.5 
SD 5.2 5.2 29.6 

Total 66 M 15.1 22.9 72.2 
SD 6.4 5.2 30.8 

Analysis of Covariance 

It was hypothesized that the embedded generative learning strategies and 

collaboration would lead to deeper processing of content material and result in higher 

levels of learning as measured by performance on the posttest. Furthermore, it was 

predicted that the two independent variables would interact to influence learning and 

posttest performance. Analysis of covariance (ANCOVA) was selected to test for the 
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presence of these main effects and interaction. Table 4.3 presents the results of the 

ANCOVA. Table 4.4 presents the adjusted cell and marginal means, by treatment 

group. 

Table 4.3 

Analysis of Covariance Summary 

Source SS df MS 

Program 144.48 
Singles/Pairs 0.10 
Program X Singles/Pairs 6.79 
Pretest Total Score3 418.83 

1 144.48 7.49* .008* 
1 0.10 .01 .943 
1 6.79 .35 .555 
1 418.83 21.72 .000 

Error 1176.40 61 19.29 

* P < .05 
a Covariate 
Note.   The posttest total score is the dependent variable. Effect size and 
power at the .05 level are .61 and .78 respectively. 

Table 4.4 

Adjusted Cell and Marginal Means 

Program Single or Pairs Adjusted Cell 
Means 

Adjusted 
Marginal 

Means 
Base Single 24.53 24.20 

Pairs 23.90 
Generative Single 20.84 21.20 

Pairs 21.51 
Single 22.97 

Pairs 22.89 
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Main Effect: Version of Program. The results of the ANCOVA suggest the 

presence of a significant main effect for the version of program: 

F(l, 61)=7.49, p=. 008. Inspection of the adjusted means indicates that subjects 

assigned to the base version of the program scored significantly higher on the posttest 

than subjects assigned to the generative program. 

Main Effect: Method of Instruction. The preceding data suggest that there was 

not a significant main effect for method of instruction: F(l, 61)=.01, p=943. The 

adjusted means were virtually identical for the single and collaborative treatments. 

Interaction: Version of Program X Method of Instruction. The analysis of 

covariance results suggest that the two independent variables did not interact: 

F(l, 61)=.35, p=555. This indicates that the version of program and method of 

instruction variables operated independently to affect learning. 

Summary of ANCOVA Results. The preceding data suggests that there was a 

main effect for the version of program variable, but not in the direction hypothesized. 

Furthermore, there was no main effect for the method of instruction variable, nor was 

there an interaction between the two independent variables as hypothesized. Before 

addressing the implications of these results, a series of secondary analyses were 

conducted to provide additional insight concerning the dynamics of the study. 
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Secondary Data Analyses 

Multivariate Analysis of Variance 

The ANCOVA demonstrated a significant main effect for the version of 

program. Since the posttest consisted of three different cases, a multivariate analysis 

of variance was conducted to determine where these differences occurred. Before 

computing the MANOVA it was necessary to again test for assumptions. The 

additional assumptions include composite observations that are normally distributed, 

equally variable in the population sampled, and independent. 

Analysis of the histograms for the three posttest case scores indicates that the 

scores for test cases B and C appear to violate the assumption that composite 

observations were normally distributed. Comparing the ratios of the skewness and 

kurtosis statistics with the respective standard errors for each test case confirmed the 

violation. The ratios for test case A (-1.02 and -.24 respectively) were between the 

-2 to +2 parameter for normality; however, for test cases B and C these ratios were 

outside the acceptable range for normality (for case B, skewness ratio was -.2.36; for 

case C, skewness ratio was -4.1 and kurtosis ratio was 3.75). These ratios indicate 

that the distributions for test cases B and C were more highly skewed to the left than 

normal and that the tails for case C were longer than normal. Levene's test of equal 

variance, Cochran's C, and Bartlett-Box F analyses of each posttest case suggests that 

the assumption of equal variance was met (see Table 4.5). Finally, Box's M=l 7.683, 
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F(18,10791)=.892, p=.589, indicates compliance with the test for homogeneity of 

dispersion (i.e., the observed covariance matrices of the dependent variables were 

equal across groups). In sum, the assumptions of equal variability and independence 

were met, whereas the assumption of normality was not. However, multivariate 

analysis of variance is relatively robust to moderate departures from normality 

(Lomax, 1992), therefore, this violation had minimal effect. 

Table 4.5 

Tests for Equal Cell Variance 

A B C 
Levene's 
Test F=1.454, p=24 F=.147, p=93 F=1.695, p=18 

Cochran's 
C C=.33177, p=57 C=.33644, p=.53 C= .40654, p=.ll 

Bartlett- 
BoxF F= .84663, p=47 F=41605, p=74 F=1.8231, p=.14 

The results of the MANOVA demonstrate a significant main effect for the 

version of program variable on the posttest: Wilk's F(3, 57)=4.46, p=. 007. Follow up 

univariate tests found significant differences for test case A (F(l, 59)=4.17, p=.046) 

and test case C (F(l, 59)=4.64, p=.035) (see Table 4.6). Mean scores for subjects 

using the base program were 4.5 and 3.6 (for test cases A and C respectively), 

whereas mean scores for subjects using the generative program were 3.0 and 2.9 for 

the same test cases (see Table 4.7). These results suggest that subjects using the base 
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program significantly outscored subjects using the generative program on these two 

test cases. 

Table 4.6 

Univariate Tests of Significance 

Dependent 
Variable 

Sum of Squares 
Df 

Mean Square 
F Sig. 

Posttest 
Case A 34.88 1,59 34.88 4.17 .046* 

Posttest 
CaseB 17.05 1,59 17.05 1.39 .243 

Posttest 
CaseC 7.97 1,59 7.97 4.64 .035* 

* P < .05 

Table 4.7 

Posttest Case Scores for Version of Program 

Dependent 
Variable 

Program Mean 

Posttest Case A Base 4.50 

Generative 3.01 

Posttest Case B Base 16.25 

Generative 15.21 

Posttest Case C Base 3.57 

Generative 2.86 
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Program Effectiveness 

The results of the ANCOVA suggest that subjects using the base program 

significantly outperformed subjects using the generative version of the program. The 

results of the MANOVA indicate that the differences in performance occurred on test 

cases A and C respectively. This section seeks to determine if the programs were 

effective teaching principles of transfusion medicine. To address the question of 

effectiveness, a series of one-tailed t-tests were computed to (a) compare total 

pretest - posttest scores, (b) determine which components of the test cases appeared 

to stimulate learning, and (c) specifically address the effectiveness of the generative 

program, since students using this version scored significantly lower on the posttest. 

Total Pretest - Posttest Gain. The first analysis consisted of comparing the 

pretest and posttest mean scores for the total group of subjects. Alpha was set at .05. 

This analysis indicates that the total posttest scores were significantly higher than 

pretest scores (t=10.582, p<.0001). 

Test Case Component Analysis. The pretest and posttest were broken into their 

component parts to determine in which portions of the program posttest scores were 

significantly higher than pretest scores. This analysis consisted of running fifteen 

separate t-tests, therefore, to control alpha from growing unacceptably large, alpha 

was set at .005 for each t-test. Table 4.8 presents the results of these t-tests. 

These data suggest that posttest scores were significantly higher than pretest 

scores for the three decision making areas (tLabs=7.817, p<.005; tAssess=4.524, p<.005; 
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and tManage=5.795, p<.005), as well as for all three test cases (tA=5.34, p<.005; 

tB=6.97, p<.005; tc=4.87, p<.005). However, learning was not uniform across the 

three test cases. Lab scores were significantly higher on the posttest than the pretest 

for all three cases (tAL=4.814, p<.005; tBL=4.408, p<.005; and tCL=3.725, p<.005), 

whereas assessment scores were significant in the test case B only (tßA=4.065, 

p<.005), and management scores were significant in test cases B and C (tßM=2.862, 

p<.005; tCM=5.744, p<.005). 
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Table 4.8 

Aggregate Pretest/Posttest T-test Results 

Component Mean SD Df T 
Total Score- 

Labs 5.67 5.89 65 7.817* 

Total Score - 
Assessment 1.09 1.96 65 4.524* 

Total Score - 
Management 1.10 1.55 65 5.795* 

Test Case A 
Total 2.74 4.17 65 5.337* 

Labs 2.35 3.96 65 4.814* 

Assessment .27 1.34 65 1.651 

Management .13 .72 65 1.537 
Test Case B 

Total 3.29 3.83 65 6.974* 

Labs 2.09 3.85 65 4.408* 

Assessment .82 1.64 65 4.065* 

Management .37 1.03 65 2.862* 
Test Case C 

Total 1.83 3.06 65 4.865* 

Labs 1.23 2.67 65 3.725* 

Assessment .00 .68 65 .363 

Management .61 .86 65 5.744* 
* P <.005 
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Pretest - Posttest Gain for the Generative Program. The final analysis compared 

pretest and posttest mean scores for the students using the generative version of the 

program. A one-tailed t-test (alpha = .05) indicated that posttest scores were 

significantly higher than pretest scores (t=6.48, p<.0001). The pretest and posttest 

were again broken into their component parts for analysis. Alpha was set at .005. 

The component analysis t-tests indicate that lab scores were significantly higher 

on the posttest than the pretest (t=4.84, p<.005), but there were no significant 

differences between pretest and posttest scores for assessment and management. 

Also, the posttest scores were significantly higher than pretest scores for test cases B 

and C (tB=3.85, p<.005; Tc=2.87, p<.005). Finally, management scores were 

significant for test case C only (tcM=3.057, p<.005). 

In summary, total posttest scores for the generative program were significantly 

higher than pretest scores; however the difference appeared significant in only one 

decision making area (labs), two test cases (B and C), and one part of case C 

(management). In contrast, when the analysis included both program versions, 

posttest scores were significantly higher than pretest scores for all three decision 

areas, all three test cases, labs in all three cases, assessment in one case, and 

management in two cases. Thus, there appeared to be a significant fall off in learning 

effectiveness for the generative program when compared to the aggregate analysis 

that included both program versions (Note: t-test analyses performed on the base 

version of the program mirror the aggregate results and are presented in Appendix F). 
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Time Spent on Instruction 

Table 4.2 reports the amount of time subjects spent in the practice portion of the 

program. Analysis of variance (ANOVA) indicated a significant main effect for the 

version of program (F(l, 62)=8.383, p=005), but no main effect for method of 

instruction (F(l, 62)=.265, p=608). These results indicate that subjects using the 

generative version of the program spent significantly more time working on the six 

practice cases than those who used the base program. 

A second ANOVA was conducted to determine if the time spent on the practice 

cases varied significantly over the course of the study. Time spent in the practice 

portion of the program is reported in Table 4.9. These data reveal that there was an 

eleven minute decline after week one; however, an ANOVA indicated that there were 

no significant differences in time spent completing the practice cases over the 

duration of the study: F(2, 63)=.874, p=422. 

Table 4.9 

Mean Time Spent on Instruction 

Week 
Program 
Completed 

Mean Time Spent 
On Practice 

Cases 
(minutes) 

N 

Week One 79.8 20 
Week Two 68.7 18 
Week Three 69.0 28 
Total 72.2 66 
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Analysis of Explanations and Summaries 

Each explanation generated by the subjects was coded relative to lesson content 

as "irrelevant," "partially relevant," or "relevant." If the explanation was an incorrect 

synthesis and application of the content material (i.e., obviously not related or very 

superficially related to the case) or not attempted, it was classified as "irrelevant." 

When an explanation involved a substantially correct synthesis and application of the 

content material, it was coded as "relevant." If an explanation involved synthesis and 

application of information, but was not substantially correct, it was categorized as 

"partially relevant." The same scale was used to classify the summaries, but relative 

to the case objectives. Coding was accomplished by a physician with expertise in 

transfusion medicine. 

Table 4.10 reports the means and standard deviations for the subjects' 

explanations and summaries. The mean explanation score was 24.9 (out of a possible 

total of 44 points) and the mean summary score was 9.2 (out of a possible score of 12 

points). The mean for total elaborations (i.e., the combination of explanations and 

summaries) was 34.1. Mean scores for each elaboration category were divided by the 

corresponding total possible points to provide an indication of relevancy (i.e., 

quality).   This procedure produced relevancy scores of 56% for explanations, 77% 

for summaries, and 61% for total elaborations. 
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Table 4.10 

Summary Statistics for Explanations and Summaries 

Singles or 
Pairs 

Generative 
Explanations 

Generative 
Summaries 

Total 

Singles    Mean 
N=13     SD 

23.2 
7.4 

8.5 
2.4 

31.8 
9.1 

Pairs        Mean 
N=15     SD 

26.3 
7.0 

9.8 
1.6 

36.1 
8.2 

Total       Mean 
N = 28     SD 

24.9 
7.2 

9.2 
2.1 

34.1 
8.8 

An ANOVA was conducted to determine if the mean differences between the 

explanations, summaries, and total elaborations generated by the single students and 

pairs were significant. Using an alpha of .05, there were no significant differences 

[FE(1,26)=1.228, P=-278; ps(l, 26)=2.781, p=.107; and FE+S( 1,26)=1.721, p=.201]. 

This result suggests that collaborating pairs were no more successful at generating 

explanations and summaries than the single program users. 

Analysis of Student Comments 

Subjects were given the opportunity to provide constructive feedback after 

finishing the program. These comments were independently coded by two raters. 

Where disagreement occurred, the raters discussed and revised their codes to achieve 

consensus. 

Fourteen categories were initially established based on the subjects' comments. 

These categories were then collapsed for categories of responses that were similar. 
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For example, some subjects directly critiqued the time required to run the program, 

while others criticized the speed of the computers - an indication of dissatisfaction 

with time (Appendix G contains example student comments). Table 4.11 presents the 

students' feedback. The subjects' responses were negative relative to the time 

required to run the program, as well as the program as an instructional method. 

However, the subjects' responses were positive regarding the opportunity and 

benefits of collaborative learning. 

Table 4.11 

Student Comments 

Category of Feedback Number of Responses 

Time 
Too much time 
Computers too slow 
Not enough time 

Instructional Method 
Do not like computer-based instruction 
Prefer lecture 
Did not learn from program 
Posttest cases differ from practice cases 
Program is a good educational tool 

Program Specific Feedback 
Lack of immediate feedback on test cases 
Inconvenient access to information sources 
Inability to change answers 

Collaboration 
Preferred 
Not preferred 

15 
8 
2 

8 
11 
10 
15 

8 

14 
4 
9 

13 
1 
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Summary of Results 

Results of the preceding statistical analyses are summarized as follows: 

1. The ANCOVA found a significant main effect for the base version, 

compared to the generative version, of "Handling Transfusion Hazards." 

There was no significant difference in mean posttest scores by method of 

instruction, nor was there an interaction between the two treatment 

variables. 

2. A MANOVA yielded significant differences for test cases A and C for the 

program treatment variable. Subjects using the base program 

outperformed students using the generative program on both of these test 

cases. 

3. A series of t-tests found (a) total posttest scores significantly higher than 

aggregate pretest scores and (b) significant posttest scores for all three 

decision making areas, all three test cases, and most of the component 

parts of the test cases. An identical analysis performed on the generative 

version found total posttest scores significantly higher than total pretest 

scores, but failed to duplicate the results of the component analysis. 

4. An ANOVA on the time data indicated that subjects using the generative 

program spent significantly more time in the practice portion of the 

program than subjects using the base program. There was no significant 

difference in time for the method of instruction treatment. Also, although 
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the mean time declined after week one, there was no significant difference 

in time spent on the practice cases over the duration of the study. 

5. Subj ects using the generative program provided "partially relevant" 

explanations and "borderline relevant" summaries. There was no 

significant difference between the quality of explanations and summaries 

provided by the single and paired students. 

6. Analysis of student feedback demonstrated a generally negative 

disposition toward the program as an instructional method, as well as the 

time required to complete the program. The students were positive about 

the opportunity and effects of collaboration. 
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CHAPTER 5 

DISCUSSION AND RECOMMENDATIONS 

Introduction 

Cognitive flexibility theory (CFT) has been advanced as a means to overcome 

the problem of inert knowledge formation by advanced learners in complex and ill- 

structured knowledge domains (Spiro et al., 1988; 1989; Spiro & Jehng, 1990). The 

research to date supports the assertion that CFT-based environments support and 

promote greater knowledge acquisition and transfer than linear treatments of the same 

subject content (Hartman & Spiro, 1989; Jacobson, 1990; Jacobson & Spiro, 1995; 

Spiro et al., 1987). This study accepted this premise and addressed the following 

questions: 

1. Would the inclusion of embedded explanation and summary cues 

(generative learning strategies) result in differences in learning in a 

CFT-based computer microworld? 

2. How would the addition of collaborative learning affect learning in this 

environment? 

Based on the literature reviewed in Chapter Two, three hypotheses were generated. 

First, it was hypothesized that students assigned to the generative program would 
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perform better on the posttest than students assigned to the base program. Second, it 

was predicted that students assigned to the collaborative treatment would out perform 

students assigned to the individual condition on the posttest. Third, it was 

hypothesized that the treatment variables would interact to increase learning. 

Discussion 

This section relates the study's findings to relevant research and theory. Each 

hypothesis is addressed relative to the literature reviewed in Chapter Two. 

Additionally, other variables that might account for the study's results are addressed. 

Effect of Embedded Generative Learning Strategies 

Counter to the first hypothesis, findings indicate that students learned more 

from the base version of the program. The analysis of covariance indicated that 

students using the base program significantly outperformed students using the 

generative version on the posttest. The multivariate analysis of variance found that 

the performance differences occurred on test cases A and C. The t-test analyses 

confirm that the base program was superior to the generative program in promoting 

learning. This difference in posttest performance occurred despite generative 

program users spending a significantly greater amount of time on the practice cases. 

These findings suggest that the embedded generative learning strategies depressed 
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knowledge acquisition (relative to the base program) by advanced learners in a 

cognitive flexibility theory-based learning environment. 

This finding deviates from studies showing the positive effects of generative 

learning strategies on learning (Di Vesta & Peverly, 1984; Johnsey, Morrison, & 

Ross, 1992; Linden & Wittrock, 1981; Slamecka & Graf, 1978; Wittrock & 

Alesandrini, 1990). There are several plausible explanations. First, the discrepancy 

in results may be due to the context of application of the embedded generative 

strategies. Explanation and summarization strategies have been used predominantly 

in linear, text-based environments that focus on retention and recall of factual 

information. In contrast, this cognitive flexibility theory-based microworld, while 

highly text-based, required the students to synthesize, evaluate, and apply information 

to solve transfusion medicine cases. Thus, this study focused on the effects of 

generative learning strategies in a complex environment requiring critical thinking 

and problem solving. By definition, problem solving is a generative activity 

(Wittrock, 1990), in which case, the thinking processes the students used to assess 

and manage the cases in the base program were likely "mindful" enough to support 

knowledge construction and acquisition. Therefore, rather than complementing the 

thinking processes, the explanation and summary cues may actually have been 

redundant. 

Second, the subjects in this study were high achieving, successful students. It is 

likely, therefore, that these students could construct the relationships between prior 
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knowledge and new information required for comprehension and transfer to occur 

without intervention. Therefore, asking these students to provide explanations and 

summaries may have been viewed by the students as trivializing the learning 

experience (Wittrock, 1990). There is evidence to support this argument. During the 

course of the study, one student commented that she had seen "the smartest student in 

the class" running the program and he was frustrated by the necessity to type in 

explanations and summaries. Another student typed in "What's the point of typing in 

my responses" during the summary of one of the cases. These examples suggest that 

some students viewed the necessity to type in responses as a nuisance, which may 

have influenced their interactions with the program and their posttest performance. 

Third, the deficiency in learning for subjects using the generative program may 

relate to the quality of explanations and summaries generated. Elaborations must be 

precise and relevant to facilitate memory and learning (Di Vesta, 1989), yet the 

quality of the explanations and summaries produced was suspect. The coding scheme 

used to analyze the explanations and summaries suggests a tendency by the students 

to provide "partially relevant" explanations and summaries only slightly better. The 

students had not received training on how to generate effective explanations and 

summaries; therefore, this finding may indicate that the students experienced 

difficulty while attempting to generate precise and relevant elaborations and highlight 

the need for instruction. Or, as discussed above, perhaps the students questioned the 

relevance and necessity to type in elaborated responses. In any event, these results 
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support the view that elaboration must meaningfully relate new and old information 

to promote generative learning (Di Vesta, 1989; Wittrock, 1974a; 1974b; 1985). 

Fourth, the difference in posttest performance may be related to the significantly 

greater amount of time students needed to complete the generative program. Table 

4.11 shows that many of the students included in the final analysis objected to the 

amount of time required to complete the programs. The data suggest that some 

students may have believed the demands and value of the task were outside the 

reasonable range of required effort to learn the material (Salomon & Globerson, 

1988). Consequently, the students may have put less effort into interacting with the 

programs. Since the generative program, on average, took twenty-one minutes longer 

to complete, it is possible that these students put even less effort into learning the 

program content. The reduced effort may also explain the average quality of 

explanations and summaries produced by the students. 

A fifth explanation may relate to the structure of the generative program. After 

typing in explanations for lab, assessment, and management choices, students could 

access expert feedback only by reselecting their choices. Neither version of the 

program was equipped to process an audit trail of student activity, but the researcher 

observed that some students using the generative program continuously bypassed the 

feedback option. Bypassing expert feedback may have reinforced the students' 

mistakes and negatively influenced their posttest results. This explanation, however, 

deviates from studies that demonstrate a significant advantage favoring subject- 
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generated elaborations versus instruction-provided elaborations (Slamecka & Graf, 

1978) or no relative advantage either way (Johnsey et al., 1992). 

Effect of Collaboration 

The second hypothesis predicted that students given the opportunity to collaborate 

would outperform students working individually on the posttest. Results for posttest 

performance indicated no significant difference between the single and paired 

treatment conditions. This lack of significant advantage occurred despite researcher 

observation of some pairs that revealed a pattern of collaborative activity best 

described as task focused and co-constructive. These students concentrated their 

efforts on giving and receiving explanations, which are collaborative behaviors 

positively correlated with increased achievement (King, 1989; Webb, 1987). Also, 

the collaborating students chose their partners, which is thought to increase group 

interdependence on short-term interventions and positively affect learning (Salomon 

& Globerson, 1988). Even the students themselves expected collaboration to 

increase learning and posttest performance (see Chapter Four). For example, one 

student commented, "I know I would have learned much, much more had I been 

working with a partner." However, despite the positive collaborative interactions, 

the ability to choose partners, and the students' expectations, the lack of significant 

effect for method of instruction is not surprising given the variable results of studies 

investigating the effects of computer-based collaborative learning (see Chapter Two). 
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There are several possible explanations for the lack of significant posttest results 

favoring collaboration. These explanations may be related to the subjects' academic 

ability, the context of use, and posttest administration. 

As medical students, these subjects were successful, high-achieving learners 

with similar academic ability. This lack of academic variability may explain why 

collaboration did not produce the differences in learning anticipated. Four studies 

comparing achievement between students learning individually and students learning 

collaboratively at the same academic ability level have produced mixed results. In 

studies of elementary grade students, Yager, Johnson, and Johnson (1985) found a 

significant difference favoring collaborating high-ability students relative to high 

ability students working individually; whereas, Mevarech (1993) found no significant 

difference in achievement between high ability students working independently or 

collaboratively. In a study of college students, Gokhale (1997) found that 

collaboration significantly enhanced critical-thinking and problem-solving skills; 

meanwhile, in a study of adult learners (considered high ability), Makuch, Robillard, 

and Yoder (1992) found no significant difference in achievement between 

collaborating pairs and individuals. Although the finding of no significant difference 

was unanticipated, this result is not out of line with previous research and appears to 

support the findings of other studies (Hooper & Hannafin, 1988; Makuch, et al., 

1992; Mevarech, 1993) that suggest that high-ability students benefit the least 

academically from collaborative learning. 
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The manner of presentation may have also affected the results. Although 

required to complete each portion of the program sequentially (i.e., introduction, 

pretest, practice cases, posttest), the students were given considerable latitude 

regarding which resources they could use while completing the practice cases. The 

collaborating students spent less time on the practice cases, which may indicate a 

higher degree of work efficiency, but may also indicate that the collaborating students 

used less of the available information resources while working on the practice cases. 

Since the subject domain was new to the students, this may account for the lack of 

significant posttest performance favoring the collaborative condition. 

The immediacy of the posttest may have curtailed the positive performance 

effects often attributed to collaborative learning. Since collaborative learning is 

thought to promote deeper processing of material - especially for problem-solving 

activities - by collaborating students, it is likely that collaborating students would 

retain more of the information they learned (Johnson & Johnson, 1996; Makuch et al., 

1992; Shlechter, 1990; Yager et al., 1985). If this is true, then an immediate posttest 

might have masked treatment differences reflecting deeper processing of material by 

the collaborative condition. Therefore, a delayed test designed to test application of 

retained knowledge, rather than students' short-term retention and understanding of 

content material, might yield different results favoring the collaborative condition. In 

any event, the finding of no significant difference between individuals and pairs on 
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posttest performance supports Webb's (1987) position that group work is not 

detrimental and may be beneficial to students' learning. 

Interaction of Generative Learning Strategies and Collaboration 

The third hypothesis predicted that the two treatment variables would interact to 

affect performance on the posttest. The expectation was that the interaction would 

lead to greater performance by students assigned to the pair/generative treatment. In 

contrast to previous studies (Sherman & Klein, 1995; Yager et al., 1985) that 

demonstrate the beneficial effects of cueing students to elaborate within a computer- 

based, collaborative learning environment, the results of this study found no such 

benefit (i.e., there was no interaction). Students assigned to the pair/generative 

treatment were no more successful at generating explanations and summaries than 

subjects assigned to the single/generative treatment. Furthermore, students assigned 

to the pair/generative treatment were outscored on the posttest by students assigned to 

the single/base and pair/base conditions. 

The interaction effect was based on the expectation that the requirement to 

elaborate would increase the interaction between students, which in turn, would 

promote the generation of higher quality explanations and summaries favoring the 

collaborating students relative to the students working alone. Direct observation of 

eight pairs assigned to the generative program did reveal extra collaborative 

interactions when compared to collaborating students assigned to the base program. 
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These interactions generally took two forms: (a) students worked jointly on wording 

the explanations and summaries or (b) one student typed while the other student 

corrected mistakes or suggested additional information. Given the average quality of 

the explanations and summaries generated by the students, the quality of these 

interactions were most likely low level information exchanges designed to satisfy the 

requirements of the generative program. Therefore, the lack of an interaction effect 

may be attributable to the inability of the embedded cues to stimulate effective 

interaction among these students. 

Other Consideration: Influence of the Overall Instructional Environment 

The discussion to this point has focused on explaining the findings relative to 

each hypothesis. Several explanations were discussed as possible reasons for the 

results. It is also likely that some combination of these reasons may account for the 

study's findings. However, the data suggests that a broader perspective may be 

necessary to fully address the research question. For example, the t-test analysis 

suggests that "Handling Transfusion Hazards" was an effective learning environment, 

but was it? The mean score for the base program was only 51% of the total possible 

score (24 points out of a total of 47 points), and the highest score obtained was 32 

points (68%). Since research has demonstrated the effectiveness of cognitive 

flexibility theory-based computer environments (see Chapter Two), and given the 

caliber of students used in the study, one might expect better performance than an 
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absolute high score of 68% or mean of 51%. Additional explanations may be related 

to the overall instructional environment of the medical school curriculum. 

The first two years of education at this institution focus on disseminating 

information to the students and then testing recall through multiple-choice and true- 

false examinations (D. Ambruso, personal communication, May 13,1998). 

According to Ambruso, the curriculum is taught predominantly in lectures, with little 

opportunity for implementation of active learning strategies. Also the students are 

highly extrinsically (i.e., grade) motivated. Several students corroborated Ambruso's 

statements. One student commented: "The medical school curriculum is mostly 

lecture. Medical students spend a great deal of their time memorizing information." 

Another student stated that many of her classmates would put minimal effort into 

interacting with the program because it was only a pass/fail exercise, and therefore, 

had virtually no impact on their grade or class standing. For these students the 

traditional model of education prevails, punctuated by efficient transmission of 

information to passive learners and multiple-choice testing to evaluate what was 

learned (i.e., were simple associations formed among the material?). 

"Handling Transfusion Hazards" imposed three demands on the learners - 

cognitive complexity, task management, and buying in (Perkins, 1992). These 

demands required the students to think harder, think for themselves, and accept a new 

instructional approach; yet many students' actions and comments suggest that they 

were accustomed to the traditional model of learning and were surprised at the kind of 
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learning required by the program. For example, twenty-six students were dropped 

from the final analysis due to lack of effort when running the program. Additionally, 

Table 4.11, which provides feedback from those students included in the final 

analysis, indicates that the students were critical of (a) the time they spent running the 

program, (b) the case-based presentation style (i.e., they preferred lecture), and 

(c) the perceived content differences among the cases. These data suggest that many 

of the students disliked "Handling Transfusion Hazards" because it was new, 

different, and harder than the lecture-based learning environment they were 

accustomed to. 

Most students have been conditioned by the current educational system to 
let the "teacher" organize their learning experiences for them. This relieves 
the student of the responsibility for thinking for themselves. Thus, the 
important learning tasks of planning, gathering relevant resources, more 
planning, more self-directed learning, more decision-making, and ultimately 
more consequences for their own actions are placed squarely on the students 
and they don't like it. Simply stated, it's harder work. (J. Savery, personal 
communication, May 8,1998) 

The data also suggest that since the students were accustomed to the traditional 

approach to learning, they would rather rely on simple strategies to learn the material. 

For example, one student commented: "Not that I am old fashioned, but give me a 

pencil, paper, and a book and Fm much happier." Another student wrote: "Your 

practice cases were easier than the pre/post cases. Also, the practice cases do not 

directly apply to the test cases." These comments suggest that the students would 

rather memorize information and rely on prototypic cases to learn; however, these 
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strategies result in deficient learning outcomes in complex and ill-structured 

knowledge domains (Spiro et al., 1988). Thus, the preference of some students for 

lectures and for memorizing information and relying on a representative case to 

instantiate all relevant cases, may account for the somewhat disappointing learning 

results and may have affected the main findings of this study. The generative 

program may have been most affected because it required more mental effort. 

A second explanation may involve the inability of the students to deeply process 

the subject content. As previously discussed, the students had access to case specific 

history and physical exam information, perspectives of case-relevant operatives, a 

bank of similar cases, and the transfusion medicine textbook. Although not directly 

measured, the researcher noted a relationship between the amount of time spent in the 

practice cases and the amount of information accessed. This increased time would 

then denote information searches necessary for the students to assess and manage the 

clinical problems presented in the cases. Since "Handling Transfusion Hazards" was 

information rich, then it would be reasonable to expect a positive correlation to exist 

between time and posttest performance. While not reported in Chapter Four, a 

correlation was computed and indicated a slightly negative, but not significant, 

relationship (r = -.185) between the time spent on practice cases and posttest scores. 

This suggests that some students may have suffered from cognitive overload (mental 

fatigue) due to the number of information options available. Since students using the 
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generative program spent, on average, twenty-one minutes longer interacting with the 

generative program, perhaps they suffered most from cognitive overload. 

Summary 

Would the integration of compatible generative learning activities into a 

cognitive flexibility theory-based learning environment promote deeper processing of 

material, and consequently, increased knowledge acquisition by advanced learners? 

The findings of this study suggest that the answer is no. Rather than stimulate the 

mindful processes of successful learning, the results suggest that embedded 

explanation and summary cues (generative learning strategies) had the opposite effect 

relative to the control condition (i.e., base program). Students using the base program 

outperformed students using the generative program on the posttest. Additionally, 

despite the apparent effective behavioral involvement and student expectations, 

collaborative activity had no significant effect on posttest performance. This suggests 

that there is no relative advantage or disadvantage to computer-based collaborative 

learning for advanced learners. Finally, since the embedded generative strategies 

depressed knowledge acquisition (relative to the control condition) and there was no 

advantage to working collaboratively, the expected interaction failed to materialize. 

Recommendations for Future Research 

The research question that framed this investigation addressed whether 

embedded generative strategies and collaboration would benefit advanced learners in 
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a CFT-based learning environment. The findings suggest that the answer is no, but 

many questions remain. For example, would generative learning strategies benefit 

advanced learners in a different learning environment? Was the negative effect for 

generative learning strategies due solely to the quality of the students used in the 

study (i.e., advanced learners), use in a problem-solving environment, or both? In 

addition, the findings support the relationship between the quality of the generated 

elaborations and learning (Di Vesta, 1989), but contradict the relationship between 

learner-generated elaborations and learning relative to instruction-provided 

elaborations (Johnsey et al., 1992; Slamecka & Graf, 1978). Given the importance of 

facilitating the mindful processes of learning, more research devoted to the contextual 

application of generative learning strategies is necessary. 

With respect to collaborative learning, was the lack of significant difference 

between individual students and pairs due to the quality of student, the learning 

environment, or both? The students were permitted to select their partners, what 

effect did this have on collaborative activity and achievement? Research suggests 

that simply instructing students to work together is ineffective (Carrier & Sales, 

1987), but some students exhibited the constructive intra-group interactions and 

behaviors associated with successful group work (Damon & Phelps, 1989; King, 

1989; Webb, 1987). This study was not designed to directly evaluate student 

interactions, but since some students (and perhaps most or all) collaborated 

successfully, why the finding of no difference in performance? This suggests that 
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future research should focus on the quality of the interactions (i.e., the conversational 

content), not the quantity of specific behaviors. 

Cognitive flexibility theory evolved from the observed learning deficiencies of 

medical school students (Spiro et al., 1988), yet most of the relevant research has 

used volunteer advanced high school and college students to validate the efficacy of 

the theory. The present study used second-year medical students who were required 

to complete a computer program developed according to CFT principles. This 

investigation did not directly assess the effectiveness of cognitive flexibility theory, 

but the data and results suggest more research is warranted. For example, the results 

suggest that "Handling Transfusion Medicine" promoted learning, but just how 

effective was it? Despite providing feedback and an organizational structure to help 

students manage the complexity of information, many students appeared to have 

difficulty processing the information contained in the program. Was this due to the 

problem-solving context of application? Is additional scaffolding or coaching help 

necessary for advanced learners to function highly in a CFT-based environment? 

Finally, a larger question must be answered regarding the integration of 

cognitive flexibility theory or any other active, student-centered learning 

environment. The data suggest that many of the students simply did not put much 

time or effort into interacting with the computer program used in this study. These 

students were accustomed to memorizing and reproducing information and therefore, 

unwilling or unable to deeply process the information. Thus, this study points to the 
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need to address the question of what circumstances or conditions are necessary to 

successfully implement an active, student-centered learning environment. 

Study Limitations 

The research reported in this study was complicated by the problems associated 

with conducting research at a medical school; specifically, the necessity to provide a 

fair degree of flexibility to accommodate the students' schedules. The students were 

required to complete the program as part of the hematology rotation of the 

Pathophysiology of Disease course; however, no time was allocated for this purpose 

during the students' academic day. The students had to balance competing demands 

from other courses, and given the pass/fail grade designation for this exercise relative 

to the requirements of the other courses, some students chose to minimize how they 

interacted with the program. Additionally, only three computers were available for 

the students to use. Therefore, to provide the flexibility required, the students were 

given approximately three weeks (March 23,1998 to April 10,1998) to complete the 

program. 

The students were asked to complete the program as assigned (i.e., individually 

or collaboratively) and to refrain from discussing program content or operation with 

one another until after the hematology course ended. There was no practical way to 

enforce this request; however, to monitor the level of compliance, the researcher 

observed a large number (84) of the subjects running the program and asked many 
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students what they had heard about the program from other students. Only two 

subjects were observed violating the requirement to work as assigned, which provided 

reasonable assurance that the students were abiding by this condition. However, 

every subject the researcher questioned, reported hearing something about the 

program from other students. The typical comments were that the program was 

"long" or "frustrating." These types of comments may have affected the students' 

attitudes and motivation toward the program and altered their interaction. The 

generative version of the program may have been especially susceptible to these 

influences. 

The final limitation involved the pretest-intervention-posttest format of the 

computer program. Since the program was developed to provide a comprehensive 

learning environment providing both content instruction and evaluation, the pretest 

and posttest were separated only by the time required to finish the six practice cases 

(intervention). Also, since the program was developed to provide a complete learning 

experience, it was deemed inappropriate to appreciably change the program structure, 

except to develop a second generative version. Therefore, the same cases were used 

for both the pretest and the posttest (see Chapter Three). Although not ideal due to 

the potential testing effect, it would have been time and cost prohibitive to develop 

the requisite number of different cases for the pretest and posttest and still maintain 

the same level of experimental rigor. Also, given the logistics of the study, it would 

have been extremely difficult to use a delayed posttest. Thus, while not eliminated, 
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the pretest-posttest control group design reduced the effect of testing by subjecting all 

students to the same testing format. Analysis of variance testing indicates that there 

was little variation in pretest and posttest scores over the course of the data collection 

period. Therefore, the posttest scores of all the subjects were most likely similarly 

influenced by the pretest. 
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APPENDIX A 

SAMPLE PRACTICE CASE 

I PRACTICE CASES: Introducti 

If 
The Case of Fainting Freddie 

It's Saturday morning, July 5, and you receive a frantic 
page from the drawing center at your hospital blood bank. 

Your hospital routinely draws volunteer blood donors for 
processing by the local community blood center and the 
intern on duty provides medical coverage. 

A donor has (ustfainted and your he|p Is required 
Immediately. You breathlessly approach the donor room 
to find a pale, sweaty donor lying on a cot. 
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"ICE CASES: Directions for Perspectives 

! Research: 
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: Actions:! 

Map 
0 © 

Textbook        Quit 

si PRACTICE CASES: Perspective of Phlebotomist 

& 

This donor had a normal Inter/tew. 
H» Is a first tine donor and came to the blood bank this 

morning because his mother had an operation a week ago 
and he wanted to help replace the blood she had used. 

He appeared nervous and said he has been afraid of 
needles since he was a child. We did a normal draw and It 
went well, but when he got up from donating, he said hefel 
weak, collapsedand lost consciousness. He regained 
consciousness after two or three minutes and then seemed 
fine. He dldnt have any problems breathing or anything 
else. 
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I PRACTICE CASES: Perspective of Attending Physician 

Ji 
/ 

-5" 
This sounds like itcoukl be either something psychological 

or some sort of response to blood loss. 
Maybe you'd better decide which after reading upon these 

donor risks In your textbook, then you should be able to 
diagnose and treat him. 
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I PRACTICE CASES: Perspective of Blood Bank Director 

ft! 

\ 

The additional information you and the phlebotomist have 
gathered is very useful. 

The usual volume of blood collected Is approximately 500 
ml. This is relative to a total blood volume ranging from 
3,500 to 7,000 ml, depending on the size and weight of the 
donor. Most donors tolerate giving blood very well, but 
occasionally adverse reactions may occur. 

It sounds like this donor may have had psychologic, as 
well as neurophysiologic, reasons for this syncopal episode, 
as he expressed nervousness about donating and also may 
be relatively dehydrated due to the combination of caffeine 
and fasting. 

Continue-: 
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| PRACTICE CASES: Perspective of Blood Bank Director cont.       \ä 

The donor should have been temporarily deferred until he 
had received a meal or snack because we routinely require 
that the patient has eaten in the previous four hours. The 
clinical picture is very characteristic of a vasovagal attack. 
Occasionally donors who actually lose consciousness will 
have brief, convulsion-like movements in the extremities. 

I am glad you are available to provide medical coverage 
and I hope this has been an educational experience. For 
further information on the incidence of vasovagal reactions 
and preventive measures review the appropriate section in 
the textbook. 
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The Case Of The Transient Seizure 

N.Q. Is a 56-year-old whie female autologous blood donor 
who sustained a severe reaction during donation. 
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Diagnostic Procedures / Radiology 

Research' 
A History*Physical  1 | 

If    Perspectivesj|| 

c :> 

Actions: 

rfl aoQ 
Map     | Textbook 

o 
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I PRACTICE CASES: Hematology/Coagulatiori Tests 

1 aickontoeHemalologyTCoagulationlestlsJyoüwsrito order. 
| Thmvlevthesuagestedtesta betöre returnlngtothelabtestsmenu. 

Test Normal Results 
M _      _      IS-J8.SM  
t« ..   .«.-&» 
üföC.*i(>*X!&MMJrf.SWK  1500-11,0007(0*3 

-hinoakibin ElectroDhotitsif 
HoAl _   SMiSL. 
HflS 0 
HoC _0_ 
HoA2 . ._!.&« 
Hof 0-2* 

1 Nole: ThbWconaWutesonlyaseleclnumberofteatslhotareaclualyftVBlable. 1 

Research" 
{ HistoiyJPhvaicol   |1 

||    Perspectives    |§ 

c D 

Actions 
[ b~ms*!ledtel wT) 

Map T*x4bM>k       Qirit 

I PRACTICE CASES: Assessment 

| SelecUilagnosJsforlNscase^i^hmo^cIoselynMtchesyours.                    | 

|              1   lAppreheriüon                                          1                      | 

1             |    lYasovagalsyrwope                                    | 

1              |    (Epidemicrainüng                                       f 

j               |    |H«n4loiTift                                                   I 

I               |    (Epilepsy                                                      |                        | 

Research: 
||HslorytPhyslcal  J 

if    Perspectives    l|l 

c J 

Adlons 
f Correct onaverfs) 

Map T*xtbook 

© 
Quit 
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jj PRACTICE CASES: Management 

BytheBme you arrived, the don or had already been placed on his bock *tfti 
feet elevated above Ns head,coldcom presses hat) been ap pled to Na 
forehead anderrmontasmeffingsaltsvereedministered. You have observed 
the palient for overs half an hour andthe Wood pressure remains at 60/palpablfl 
MthapUseof 52. Novselect the approprieiestepafor treating Freddie. 

I |   | Administer o>ygen~ 

! |   | Administer SOOccnoimriseiinctoreptaccvduniT" 

Transport donorto the ernergencyroornforfurthar treatment 
and observation.  

|    |Pocumcntal eventsand treatment on the donorcerd 

Follovup onlhe condition of the don or ait er cerelulym on* ored recovery 
and release. 

Research, 
If History/Physics 1 
4    S^»CM«    ) 

Actions. 
If Correct arwverts) Jil 

555 
Map T*xtbook Out! 

CTICE CASES: Summary 

Congratulations! You have completed 
The Case or Fainting Freddie 

■ fieviewthepsychologicand physiologic effects of blood 
donation. 

■ Doscrtoethepathophystologyofavasovagal reaction in 
response to blood donation. 

> Recall the Incidence of a vasovagal reaction in response to 
blood donation. 

> Descrt>epreveril^emeasuresandtreatmertfora 
vasovagal reaction in response to blood donation. 

Research:! 
If Hist 

Actions 
mlCases Menu    Tfe 

555 
Map 

© 
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APPENDIX B 

SAMPLE GENERATIVE SCREENS 

The Introduction, History/Physical, and Perspectives segments are identical in the basic and generative 
versions. The following screens are different for the generative version. 

[PRACTICE CASES: H&matologyJCoagulatton Tests 

CickonalHheHem8tologvfCoagJatiaitest(s)youw3hloofdBr. 
In tht sptc« provided bHov, txplkin ycwckoices. Then pre» 
theretwnfcey. YievthelMtresuRsbycllcldngonthBtesils) «Bain. 
TheiWevlhesuggeslodtestsbeforBreliJtirigtothelabtestsmenu. 

hklb m%st<* „ 
tfet  
WB^.!!^.f.iffj"«*jff>.frf»riW.,. „..,..,.. „...,.... 

JZ-52* 

HflAI         __.     __    _    ..„„ 9648.3$ 
HdS 0 
HoC 
HflA| J><* 
HflF Q-2* 

Note: Th» list constitutes onh/asdect number of testa that ore actuaByaveflaWe. 

B «search: r 

( History Physical ) 
( Perapecthves ) 
< Similar Cases W 

ijjSÄ §||PP 

Actions 
;- f SuggestedTest(s) jp 

f        Return        jjl 

■■■■■ 

Sab 
Map 

m 
Ttxtbook Quit 
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[PRACTICE CASES: Assessment 

Select adiapjnosisfortrto case vNch most dos ey matches yours. 
In the spue provided belov, explain your choices. Then press 
the return key. Vievthecommen)9byclckingonthestep(9) again. 

|    [Apprehension                                              | 

[   |Vaaovagalsyncope 1 
|    |Epidemicfainting                                       | 

|   |Hematoma                                               | 

1   I Epilepsy 1 

Research: 

Actions: 

f        Ret um 

flj o 

I PRACTICE CASES: Management 

Bythe time you arrived, the don or had already been placed on his back Wh 
feel elevated above his head, cold compresses had been applied to his 
forehead and ammonia smelingsals were administered. You have observed 
the patienttoroverahalfan hour and the Wood pressure remains al$W pal p&bl 
withapubeof 52. NovselecttheapproprtalestepstorlreatingFreddie. 
In the spoxe provided belov, explain year choices. Then press 
the return key. Vlevthe comments bycficHng on thestep(s) again. 

[Administer oxygen 

|   [AdminbterSOOccnocrndssiinetoreplace' 

I Transport donor to the emergencyroomfot 
land observation.  

|    [Document all eventsand treatment onthe 

I Follow up on the condition of the donor aft 
and release. 

: Research: 

*D 

Actions 

WÖ" 
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RACTICECASES: Summary 

In the space below, briery summarize the Important 
concepts covered in this case. 

Where appropriate, highlight the conceptual similarities 
with other cases (If you have completed any). 

Then press the return key. 

Research: 
j[  mlorWPtiyiic«!  jJ 

if    Perspectives    jit 

■I SO; 

Map Ttxtboofc       Quit 
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APPENDIX C 

SAMPLE TEST CASE 

1| TEST CASE B: Introduction 

The Case of the Dilutional Dilemma 

The head nurse from the premature nursery calls you and 
says she Is sending a blood sample from a baby who has 
had a severe hemolytlc reaction while undergoing an 
exchange transfusion. 

You are the physician covering the transfusion medicine 
consultation service and the neonatology service needs your 
help. 

Research: 

'"f HbtwylPhysieal   \ \ 

Actions.     "•■   | 
'i[ Order Lab TeaU  J | 

•c Jl 
if    Manage Case    ill 

eTfhi 
Map Quit 

§| TEST CASE B: Directions for HistorylPhysical j- 

r: 2f 
To read the case history and 
physical exam results for the case 
you are currently researching, click 
on the desired option on the right. 

Research 
*;[    CaaeHbtmy     ^j 

?(   Physical Sam    j|| 

Actions: 

Map Qutt 
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I TESTCASEB: History 

=^ ^ 

vi^J§LbiQPd_g^  

pfygngiftcyyvasmanit^^ 
£b&JB&iui&.^^  "  

5g§fcationj£ca]^  

Jfi<?r^a.s,i.ng,j.rjtQi gppg (il q.n the; .nQnTpgram.fftramn.io!feJiuJä  

■a ri^i J^cl. a. cftr^'.fell tr.0^1trQr. .7..rnat!vjiJ..... .3'}>^. ,1^,^. ^y ^^. rx^"f<>r. ti!&art 
MLUTäXt^.äß@D3.^^   
Ji&fellP^^  

fiii!iÜn!^ Continue-> ) 

: Research: 

(    Physical Exam   j | 

: Actions: 
f[ Return'   '    || 

Map Quit 

II TESTCASEB: Historycönt 

F^^ZI^ 
.taMÄ!ito.re.npYMft^^ 

a.nother exc hajioje tra nsfig io n,_ Beca use. fif the 00 ncern. over  

SßSff.dÄ!oMn°item^ 
the exchange vvlth. O, Rh negative frozen, deqlycerollzed red 
£6).fejyhlSh.h|!lt 
transfj^kmsjctar^he/j^ 

^MMöe^ssmiteh^ 
bank. Alterthe tret three passes, the infant's blood pressure 

urirjefrom.tt&klao^L$&he!^ 
thBj!fas.Atransftj5i&ura 

Research: 

(   Physical Exam    ) 

Actions: 
: f Rgtim 

fiSb 
Map Quit 
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I TEST CASE B: Physical Exam 

5= 
AM-te*aiteDUnEs!nia!feni8rilK.Rh)!5Ms!am.h9s.6ss!i_ 
.9^ßuM^rj?as£iiMciy... ™  

Research: 

t[    CneHblmy    jjl 

Actions: 
If        Rotuni        jl 

Map OuH 

| TEST CAS 

llllll 
r 

esearch: 

CfckonthelypeoMestyous.fohtoorderforthis patient. 

HstMyfPhyifcol   ] 

|                  Chcmistiy                  | 

HematologyfCGagulation        1 

|          Blood Bank/ Serology          | 

( 
Actions: 

Return        JH 
|        Micro biologyflMnalysis        | 

Diagnostic Procedures/Radiology  1 

Map Quit 
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) TF"T CASE B   C h^rniitrv Tt-?r- 1 
Research: 

Actions: 

Clc* ontheChemf9trytejt(3)yo uvkhlo order. 

1                Te5t 1      NorrraJ       1   Test results   1 

111                       hjküüp«DrfosDhftt*f« "T^Mltfiu/L'"['"""                | 
IP                j         Ubitlftid^PiSSMQ  

li                  1          fefcubiri -Dirict                           1     0-0.3 RigM      1                           1 

1           tei™__.:-l9_!_!  —L_.HAtoaW_._l 1 

1          Strum hcnodobin 1       Nwtfrvt       1                           1 
1          ILOH                                          1     30-200 AM,     1                         J 
1          |^„&M_>Q*_f_ ™ . ___ 1   Norm*J|>*ttj|f_i   1 1 

ftoäm»*eirT  
 |_.ÖOTJto*^._.| 1 (         B«         ) 

IAIOI 1   QQQ   1   ^^^   Wmx& 

j 

Hi             1 

1                 Test                 j      Normal Testresults       I 

Cob                                               14-18 of* 
hot                                                 42-52* 
[WBC with «v-lutt km ol smiir        K300-11.000Ann3 
Rbrinooit»                                   f m^H<itnäl<K 
Tß^oamPtanQilMn Prgducji    1     «IQmcflAnl _ 

p_iil»!i_mi_i!...Z-.r-.'. -.„.ZirjW.^W«f]iJL 
[_ ZJ 

Research: 

:G_____D 

o 
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I TEST CAS ES: Blood Bank ISerology Tests" 

CHcfconlhe Blood Bank/ Serolooytwlfsjyou^s er. 

Test Normal    1  Testresirlts 
AMI-HCV N« 
tatl-^IV fl« 
4MHfILVini NM 
Antibody genrto »Kb !»W*l£tudi«£  
C^Aritlbodl«/ ~ 

?KSELCfiftH*.s; _™  

HAV-lflMfndbodY 
HBÖÄb 
HBsAa 

.   BM 

.Bsa 
N<« IK* 

W E.IA 
Hayittasmsia  
1PB 

_BM 
.BM. 
mo. 

t=j 

Research: 

if »•*"»" > 

Actions 

"" 
o 

I TEST CAS EB: Microbiology ! Urinarysis Tesls 

Research: 

Cfck on thfl Micro biology/Urinalyw teot(3) you' 

T«t Norme!   |          TestresuR»         | 
&1o<X|.qilltUr» -b*Cteri* JteatftOL i  _   -    ™   _J 

Nea«ivt 

TORCH b«*t«Y_ 

Color Sow» 
BÖ« 
Hab 
Mcroscopte tteflttiv*    1 Actions 

1   JL o 
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I TEST CASE B: Diagnostic Procedures I Radiology      g 

CKck ontheDiagnostic Procedures f Radiology teat(slyousrfahto order. 

Test Noima! Testrestits 

CToj the thorax bitemrettd 
Intirpratfd 

Nowwl 
^tt otft* of ibdomn Intjipretgd 

Nomul 

_   'aE#!MÖ«i    . 
(ö^rjpntrtd 

Nwirnl 

Note: ThisUstconatitula ortyaaelectnumber of teats thatare actually 
available. 

Research 
[j^storyiPhyslcal  jl 

! Actions:! 

Hap Quit 

TEST CAS EB: Assessment, parti 

Which fact(a) from this case is (are) crucial to the dagnosk of a hemolytic 
transfusion reaction in Ihlsirrfant? 

The temporal relationship of the transfusion to the dramatic Chan gas in 
clinical state of the infant.  

jqirtcalslgns of hvpoterwlon,tachycerdia, and poor pert usion. 

Identification of anti-Din the patient'saerum. 

|Documentation of hamoglobinuria, hemo^obinemia. 

I Lovhaptoglobin levels in the patient's serum 

| Rndng evidencefor PIC inthe patient. 

Robearch 
jf[  Hstoryf Physical\\ 

Ac I ion si 

flap 

© 
Quit 
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Research: 
[ HuloiylPhysiced  )  -».jfc» 

Actions: 

' 

1 he etiology of the hemofytlctremfuslon Inthls Infant was; 

(Relatedtothefact that Wood given wasnottype-specKicforlhe patient. 

(Caused by an antibodyreactingwth the transfused Wood. 

Assoclatedvlth destruction of bloodcelslntheadminlstratlonsetlller, 
ubfng orfntravenousineinthe patient). 

Caused byadminlstration of blood hemotysedvhenredcells were 
'econsttutedvithahypooamolarsolution. 

*1H __ ^ 

656 
Map Quit 

| TE ÜT CASE B Mmsowi^nt                                         |                 ■■-■■  

Research: 
*■ {   Hstory/Physical   )  - •■ •■ 

4 management plsnforthis Want shouldincJude: 

| Culture the infant for bacterial infection andstart on antibiotics. 

| Stop the transfusion of blood product associated with thereacti on. 

|MaJntain perf usi on andrenal Wood flow vith IV fluids end diuretics. 

Cancel plensforthe exchange transfusion and avoid any transfusions for 
thene>*48 hours. 

Avoid the use of heparinso the patient's clotting status wu not befurther 
jeopardized. 

I 
Actions: 

Contir ue       1| 

p 

Map 

o 
Dult 
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;v:««™^W SW«:j**SK*SS':'' 

| TEST CASE B Summary                                               | ——^^——— 

Congratulations! You have competed 
The Case of the Dllutional Dilemma 

This test measured your ability to: 

• Define the risk of hemolytic Iransfusion reaction 

• Identify the signs and symptoms of a hemolytic 
transfusion reaction 

■ Investigate the causes of hemolytic Iransfusion 
reactions Including non-Immune hemolysls 

• Apply the princ^les for managing a hemolytic 
transfusion reaction 

Actions:. 
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APPENDIX D 

STUDENT INSTRUCTIONAL HANDOUT 

MEMO 
To: Medicine 6000 (Pathophysiology) Students 
From:  , MD 
Date: Monday, March 23,1998 
Subj ect: Transfusion Medicine Computer-Based Learning Program 

As students enrolled in Medicine 6000, you will complete "Handling Transfusion 

Hazards," a computer-based instruction program that provides you with a unique 

opportunity to learn about the risks associated with blood transfusions. The program 

consists of several authentic clinical cases that cover a broad array of transfusion 

medicine topics for donors (e.g., pain, infection, bleeding at the phlebotomy site, and 

vasovagal reactions) and recipients (e.g., transfusion transmitted viruses, immediate 

and delayed hemolytic reactions, and non-immune adverse events of transfusions). 

"Handling Transfusion Hazards" requires you to collect relevant information from 

several on-line resources to help you order and interpret lab tests, assess, and 

manage the transfusion problems presented. This program simulates the thinking 

and problem-solving processes used by practicing clinicians. Transfusion medicine 

is a burgeoning field in medicine; this may be your only formal exposure to this 

information in medical school. 

Procedures 

1. The program is loaded on three Macintosh computers located in the Learning 

Resources Center (LRC) on the 3rd floor of the Dennison Library. These computers 

are prominently labeled with yellow placards. You will be given a diskette to 

access the program; the diskette will record your interactions with the program and 

must be turned into the LRC staff when you finish the program. This is a Pass/Fail 

exercise that you must complete by April 13,1998. If you do not complete the 

132 



program by this date, a "failure" notation (for this exercise) will be entered into 

your record for the hematology rotation of Medicine 6000. Please note: the 

hematology final exam, scheduled for April 13,1998, will contain transfusion 

medicine questions derived from the program. It is advisable, therefore, to finish 

the program by Friday, April 10. 

2. To help us evaluate the effectiveness of this program, you will complete the 

program either individually or in pairs. Students in the following UTLs will work 

individually: Room 1862B, Room 2809 (Inner), and Room 1860. All other 

students will work collaboratively with a partner of your choosing from your UTL. 

To maintain the integrity of the program, complete the program according to this 

condition (i.e., by yourself or collaboratively with your chosen partner) and 

refrain from discussing program content or operation with any other Med 6000 

students. 

3. Given the large number of students and the limited resources (number of computers 

and time) available, we have developed a schedule to alleviate potential frustration 

and to ensure the timely completion of the program. The schedule begins on 

Wednesday, March 25 and runs through April 9. The schedule allocates computer 

time in three hour blocks on a Monday, Wednesday, Friday, and Saturday format. 

Please note, the computers are available for use on Tuesday, Thursday, and Sunday 

on a first-come, first-served basis, but you run the risk of not gaining access to a 

computer right away on these days. The schedule is available for sign up 

immediately following the initial lecture (until 1 p.m.) and then will be available in 

room 1862A until 5 p.m. Wednesday, March 25. Copies of the schedule will be 

posted in each UTL and next to the computers in the LRC. Please respect the 

schedule and adhere to your time. 

4. Disks are available for pick up immediately following the first lecture (until 1 p.m.) 

and then will available in your UTL. Please complete the information requested on 

the sign-up sheet when you pick up your disk. Also print your name and student 

number on your disk. For students working collaboratively, please be sure to sign 
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for the same disk as your partner, and print both names and student numbers on the 

disk. 

Running the Program 

5. The program should take approximately 2 to 2 1/2 hours to complete. You do 

not have to complete the program in one sitting, although it is advisable to do so. 

If you choose to complete the program in two or more sittings, please ensure that 

you pick a time that does not conflict with anyone else. 

6. The program consists of an orientation section, pretest, learning phase, and 

posttest. The orientation discusses the learning objectives and provides valuable 

information about the other sections of the program-take the time to read through 

this section. The pretest consists of three cases, the learning phase contains six 

cases, and the posttest includes three cases. The pretest provides a baseline of 

your knowledge and will be used to judge the effectiveness of the program through 

comparison with the posttest. The on-line resources available during the learning 

portion of the program are not available during the pretest or posttest. Your pretest 

and posttest scores will be available for viewing after completing the three posttest 

cases. Analyses of the pretest and posttest cases will be available for pick up on 

Friday, April 10, in the LRC. 

7. A researcher may ask to observe you work-please oblige him. He will not 

interfere with you, but will record observational data, such as program navigation 

patterns, collaborative behavior patterns, etc. This information, and pre- and posttest 

comparisons, will help us modify the program to optimize its utility as a learning exercise. 

8. The program prompts you to enter your name and identification number. Paired students 

should enter both names and identification numbers. 

9. If the unexpected happens and you encounter technical problems, alert the LRC 

staff and the on-site researcher. If the problem cannot be fixed by these individuals, 

exit the program and contact (363-2235) or (363-2241) 

who will arrange to correct the problem. 
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APPENDIX E 

PPvETEST/POSTTEST DATA SUMMARY 

ibject Treatment Group Pretest Postt« 

1 Pair/Generative 19 32 
2 Pair/Base 19 29 
3 Pair/Generative 20 27 
4 Pair/Base 0 22 
5 Pair/Generative 10 20 
6 Pair/Base 18 25 
8 Single/Base 9 14 
9 Single/Generative 15 25 

12 Single/Base -5 19 
13 Single/Generative 17 20 
15 Single/Generative 10 27 
16 Single/Base 18 26 
17 Single/Generative 6 13 
18 Single/Base 17 16 
19 Pair/Generative 24 26 
20 Pair/Base 21 32 
21 Pair/Generative 13 26 
22 Pair/Base 13 26 
24 Pair/Base 18 21 
25 Pair/Generative 8 19 
26 Pair/Base 9 18 
27 Pair/Generative 15 21 
28 Single/Base 3 25 
30 Pair/Base 25 25 
32 Single/Base 10 22 
33 Single/Generative 30 29 
34 Single/Base 12 22 
37 Single/Generative 15 13 

38 Single/Base 11 18 

40 Single/Base 8 22 

41 Single/Generative 14 20 
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ubject Treatment Group Pretest Postt 

42 Pair/Base 18 23 
43 Pair/Generative 11 18 
44 Pair/Base 11 32 
45 Pair/Generative 8 24 
47 Pair/Generative 7 10 
48 Pair/Base 16 21 
49 Pair/Generative 14 21 
50 Pair/Base 17 21 
52 Pair/Base 19 29 
54 Pair/Base 9 13 
56 Pair/Base 18 21 
58 Pair/Base 19 26 
59 Pair/Generative 18 17 
61 Single/Generative 8 16 
62 Single/Base 13 29 
63 Single/Generative 20 24 
64 Single/Base 21 31 
66 Single/Base 22 27 
67 Single/Generative 11 21 
68 Single/Base 33 31 
69 Single/Generative 15 18 
70 Single/Base 25 29 
71 Single/Generative 20 27 
72 Single/Base 14 28 
74 Single/Base 14 26 
75 Single/Generative 23 21 
76 Single/Base 6 24 
78 Single/Base 15 25 
79 Pair/Generative 21 27 
80 Pair/Base 14 27 
81 Pair/Generative 16 17 
82 Pair/Base 20 18 
83 Pair/Generative 16 18 
84 Pair/Base 13 26 
88 Pair/Base 20 29 
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APPENDIX F 

STATISTICAL INFORMATION 

Residual Plot of Posttest Scores 

40 

30 

20 

o 
o 

CO 

I    10 
H 
w 
0 

S.      0 

o      a CD 

a a 

0 20 

DISK# 

40 60 80 100 
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Histogram of Posttest Scores 

Std. Dev = 5.18 

Mean = 22.9 

N = 66.00 

10.0 15.0 20.0 25.0 30.0 

12.5 17.5 22.5 27.5 32.5 

Posttest Total Score 

Stem and Leaf Plot Analysis 

Posttest Total Score Stem-and-Leaf Plot 

quency Stem & 

5.00 1 . 
12.00 1 . 
20.00 2 . 
24.00 2 . 
5.00 3 . 

Leaf 

03334 
667788888999 
00011111111222223444 
555566666667777778 999999 
11222 

Stem width:     10.00 
Each leaf:       1 case(s) 
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Correlation Graphs 

Posltest Total Score 

Posttest Total Score - Single/Base Treatment 

Posttest Total Score - Single/Generative Treatment 
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Posttesl Total Score - Pair/Base Treatment 

S   20 

10 20 

Posttest Total Score - Pair/Generative Treatment 
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Component Analysis: Generative and Base Programs 

Base Generative 
Total Score - 

Labs 37 6.210* 27 4.841* 

Total Score - 
Assessment 37 4.124* 27 2.097 

Total Score - 
Management 37 7.164* 27 1.880 

Test Case A 
Total 37 4.864* 27 2.515 

Labs 37 4.396* 27 2.235 

Assessment 37 1.859 27 .171 

Management 37 1.743 27 .465 
Test Case B 

Total 37 5.875* 27 3.849* 

Labs 37 3.553* 27 2.580 

Assessment 37 3.019* 27 2.725 

Management 37 3.064* 27 .779 
Test Case C 

Total 37 3.903* 27 2.869* 

Labs 37 2.543 27 2.733 

Assessment 37 1.526 27 -1.072 

Management 37 4.933* 27 3.057* 
* P < .005 
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APPENDIX G 

SAMPLE STUDENT COMMENTS 

Time 
Too much time 
1. Too time consuming to be incorporated into the rest of the medical school 

schedule with too low a return of knowledge per time spent. 
2. Too much time involved. 

Computers too slow 
1. I found this program exceptionally slow. 
2. These computers are way to slow to make this program effective. 

Not enough time 
1. I probably would have spent more time and learned a little more if I didn't 

have a test tomorrow. 
2. The program could be good if we had more time to spend on it. 

Instructional Method 
Do not like computer-based instruction 
1. Questions are not possible using this method of instruction. 
2. Rob does not like computer-based learning. 

Prefer lecture 
1. Our low scores on the post test were due to not learning very specific 

details which in my opinion would be better learned from a handout or 
book. 

2. I think the material could be learned in less time with simple text learning. 

Did not learn from program 
1. Our evaluation of the program reflects our disbelief that our answers were 

incorrect. If this is true, we did not learn a damn thing. 
2. Disappointingly, our posttest scores were barely better than our pretest. 

Posttest cases differ from practice cases 
1.   The learning cases did not seem to correlate with the test cases as the test 

was HCV and the learning was HBV. We were just as lost on posttest 
cases 1 & 2 as we were before we began the learning. 
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2.   It would have been beneficial to have the cases in the pre and posttests in 
the learning exercises, so we can definitely improve. 

Program is a good educational tool 
1. This program was effective in making me think about how to order tests 

and learn information about patients.. ..This was an excellent exercise to 
practice clinical-based medicine for next year. 

2. It was a pretty good program for integrating knowledge of lab tests and 
physiologic conditions which we have studied. I thought it did a pretty 
good job of helping me to think through decisions and the rationale behind 
different lab tests/interventions....I liked how it concentrated on decision 
making. 

Program Specific Feedback 
Lack of immediate feedback on test cases 
1. We felt extremely discouraged by the fact that there was no feedback on 

the answers we got wrong (which were numerous) - what were the correct 
answers? 

2. It would have been nice to have explanations for the answers on the 
exams. 

Inconvenient access to information sources 
1. Information in this program is way too inconvenient to access. 
2. It was too time consuming and difficult to find the information I needed. 

Inability to change answers 
1. This program must have the ability to take back answers. 
2. I would like to be able to "unclick" an answer if I change my mind. 

Collaboration 
Preferred 
1. Please make the definitive decision that people work better and learn more 

in pairs.. .1 know I would have learned much, much more had I been 
working with a partner. 

2. We definitely enjoyed the group learning experience and found it very 
helpful. 

Not preferred 
1.   It would be better not to try to force people to do it in pairs. 

143 



REFERENCES 

Bednar, A. K., Cunningham, D., Duffy, T. M., & Perry, J. D. (1992). Theory 
into practice: How do we link? In T. M. Duffy & D. H. Jonassen (Eds.), 
Constructivism and the technology of instruction: A conversation (pp. 17-34). 
Hillsdale, NJ: Lawrence Erlbaum Associates, Inc. 

Bednar, A. K., Cunningham, D., Duffy, T. M., & Perry, J. D. (1995). Theory into 
practice: How do we link? In G. J. Anglin (Ed.), Instructional technology: Past, 
present, and future f2nd ed.) (pp. 100-112). Englewood, CO: Libraries Unlimited. 

Bransford, J. D., Franks, J. J., Vye, N. J., & Sherwood, R. D. (1989). New 
approaches to instruction: Because wisdom can't be told. In S. Vosniadou & A. 
Ortony (Eds.), Similarity and analogical reasoning (pp. 470-497). Cambridge, 
UK: Cambridge University Press. 

Bransford, J. D., & Vye, N. J. (1989). A perspective on cognitive research and its 
implications for instruction. In L. B. Resnick & L. E. Klopfer (Eds.), Toward 
the thinking curriculum: Current cognitive research (pp. 173-205). Alexandria, 
VA: ASCD. 

Brown, A. L., & Campione, J. C. (1996). Psychological theory and design of 
innovative learning environments: On procedures, principles, and systems. In 
L. Schäuble & R. Glaser (Eds.), Innovation in learning: New environments for 
education (pp. 91-127). Hillsdale, NJ: Erlbaum. 

Brown, J. S., Collins, A., & Duguid, P. (1989). Situated cognition and the culture 
of learning. Educational Researcher. 18 (1), 32-42. 

Campbell, D. T., & Stanley, J. C. (1963). Experimental and quasi-experimental 
designs for research. Chicago: Rand McNally & Company. 

Carrier, C. A., & Sales, G. C. (1987). Pair versus individual work on the 
acquisition of concepts in a computer-based instructional lesson. Journal of 
Computer-Based Instruction, 14,11-17. 

144 



Cognition and Technology Group (1992). An anchored instruction approach to 
cognitive skills acquisition and intelligent tutoring. In J. W. Regian & V. J. 
Shute (Eds.), Cognitive approaches to automated instruction (pp. 135-170). 
Hillsdale, NJ: Lawrence Erlbaum Associates, Publishers. 

Crook, C. (1994). Computers and the collaborative experience of learning. 
New York: Routledge. 

Dalton, D. W., Hannafm, M. J., & Hooper, S. (1989). The effects of individual 
versus cooperative computer-assisted instruction on student performance and 
attitudes. Educational Technology Research and Development. 37 (2), 15-24. 

Damon, W., & Phelps, E. (1989). Critical distinctions among three approaches to 
peer education. International Journal of Educational Research, 13 (1), 9-19. 

Dewey, J. (1938). Experience and education. New York: Collier Books. 

Di Vesta, F. J. (1989). Applications of cognitive psychology to education. In M. 
C. Wittrock & F. Farley (Eds.), The future of educational psychology 
(pp. 37-73). Hillsdale, N. J.: Erlbaum. 

Di Vesta, F. J., & Peverley, S. (1984). The effects of encoding variability, 
processing activity, and rule-examples sequence on the transfer of conceptual 
rules. Journal of Educational Psychology. 76 (1), 108-119. 

Doctorow, M. J., Wittrock, M. C, & Marks, C. B. (1978). Generative processes 
in reading comprehension. Journal of Educational Psychology. 70,109-118. 

Duffy, T. M., & Knuth, R. A. (1990). Hypermedia and instructions: Where is the 
match? 4 types of hypertext use. In D. H. Jonassen & H. Mandl (Eds.), 
Designing hypertext for learning (pp. 199-225). Berlin: Springer-Verlag. 

Dunlap, J. C, & Grabinger, S. (1996). Make learning meaningful. In P. A. M. 
Kommers, S. Grabinger, & J. C. Dunlap (Eds.), Hypermedia learning 
environments: Instructional design and integration (pp. 227-238). Mahwah, N.J. 
Lawrence Erlbaum Associates. 

Feltovich, P. J., Spiro, R. J., & Coulson, R. L. (1989). The nature of conceptual 
understanding in biomedicine: The deep structure of complex ideas and the 
development of misconceptions. In D. Evans & V. Patel (Eds.), The cognitive 
sciences in medicine (pp. 113-172). Cambridge, MA: MIT Press. 

145 



Forman, E. A., & Kraker, M. J. (1985). The social origins of logic: The 
contributions of Piaget and Vygotsky. In M.W. Berkowitz (Ed.), Peer conflict 
and psychological growth (pp. 23-39). San Francisco, CA: Jossey-Bass Inc., 
Publishers. 

Gokhale, A. A. (1995). Collaborative learning enhances critical thinking. Journal of 
Technology Education [On-line], 7 (1). Available: 
http://scholar.lib.vt.edu/ejournals/JTE 

Grabinger, R. S. (1996) Rich environments for active learning. In D. H. Jonassen 
(Ed.), Handbook of research for educational communications and technology 
(pp. 665-692). New York: Simon & Schuster Macmillan. 

Grabowski, B. L. (1996). Generative learning: Past, present, and future. In D. H. 
Jonassen, (Ed.), Handbook of research for educational communications and 
technology (pp. 897-918). New York: Simon & Schuster Macmillan. 

Grabowski, B. L. (1997). Mathemagenic and generative learning theory: A 
comparison and implications for designers. In C. R. Dills & A. J. Romiszowski 
(Eds.) Instructional development paradigms (pp. 257-267). Englewood Cliffs, 
NJ: Educational Technology Publications. 

Hannafin, M. J. (1992). Emerging technologies, ISD, and learning environments: 
Critical perspectives. Educational Technology Research & Development, 40 
(1), 49-63. 

Hannafin, M. J., Hannafin, K. M., Hooper, S. R., Rieber, L. P., & Kini, A. S. 
(1996). Research on and research with emerging technologies. In D. H. 
Jonassen (Ed.) Handbook of research for educational communications and 
technology (pp. 378-402). New York: Simon & Schuster Macmillan. 

Hannafin, M. J., & Rieber, L. P. (1989). Psychological foundations of 
instructional design for emerging computer-based instructional technologies: 
Part I. Educational Technology Research & Development, 37, 91-101. 

Harlen, W., & Osborne, R. (1985). A model for learning and teaching applied to 
primary science. Journal of Curriculum Studies. 17 (2), 133-146. 

146 



Hartman, D. K., & Spiro, R. J. (1989). Explicit text structure instruction for 
advanced knowledge acquisition in complex domains: A post-structuralist 
perspective. Paper presented at the annual meeting of the American 
Educational Research Association. San Francisco, CA. 

Hooper, S. (1992). Cooperative learning and computer-based instruction. 
Educational Technology Research and Development, 40 (3), 21-38. 

Hooper, S. & Hanafin, M. J. (1991). Psychological perspectives on emerging 
instructional technologies: A critical analysis. Educational Psychologist, 26, 
69-95. 

Hooper, S., Sales, G, & Rysavy, S. (1994). Generating summaries and analogies 
alone and in pairs. Contemporary Educational Psychology, 19, 53-62. 

Hooper, S., Temiyakarn, C, & Williams, M. D. (1993). The effects of 
cooperative learning and learner control on high- and average-ability students. 
Educational Technology Research & Development, 41 (2), 5-18. 

Jacobson, M. J. (1990). Knowledge acquisition, cognitive flexibility, and the 
instructional applications of hypertext: A comparison of contrasting designs 
for computer-enhanced learning environments. [CD-ROM] Abstract from: 
PsycLit Item: AAG9124433. Dissertation Abstracts International. 52 (06). 

Jacobson, M. J., Maouri, C, Mishra, P., & Kolar, C. (1995). Learning with 
Hypertext learning environments: Theory, design, and research. Journal of 
Educational Multimedia and Hypermedia, 4 (4), 321-364). 

Jacobson, M. J., & Spiro, R. J. (1994). A framework for the contextual analysis 
of technology-based learning environments. Journal of Computing in Higher 
Education. 5 (2), 3-32. 

Jacobson, M. J., & Spiro, R. J. (1995). Hypertext learning environments, 
cognitive flexibility, and the transfer of complex knowledge: An empirical 
investigation. Journal of Computing Research, 12 (4), 301-333. 

Johnsey, A., Morrison, G. R., & Ross, S. M. (1992). Using elaboration strategies 
training in computer-based instruction to promote generative learning. 
Contemporary Educational Psychology, 17,125-135. 

147 



Johnson, D. W., & Johnson, R. T. (1989). Cooperation and competition: Theory 
and research. Edina, MN: Interaction Book Company. 

Johnson, D. W., & Johnson, R. T. (1992). Implementing cooperative learning. 
Contemporary Education, 63 (3), 173-180. 

Johnson, D. W., Maruyama, G., Johnson, R., Nelson, D., & Skon, L. (1981). 
Effects of cooperative, competitive, and individualistic goal structures on 
achievement: A meta-analysis. Psychological Bulletin, 89,47-62. 

Johnson, R. T., Johnson, D. W., & Stanne, M. B. (1985). Effects of cooperative, 
competitive, and individualistic goal structures on computer-assisted 
instruction. Journal of Educational Psychology, 77, 668-677. 

Johnson, R. T., Johnson, D. W., & Stanne, M. B. (1986). Comparison of 
computer-assisted cooperative, competitive, and individualistic learning. American 
Educational Research Journal, 23 (3), 382-392. 

Jonassen, D. H. (1988). Integrating learning strategies into courseware to 
facilitate deeper processing. In D. H. Jonassen (Ed.), Instructional designs for 
microcomputer courseware (pp. 151-181). Hillsdale, NJ: Lawrence Erlbaum 
Associates, Publishers. 

Jonassen, D. H. (1991). Objectivism versus constructivism: Do we need a new 
philosophical paradigm? Educational Technology Research & Development, 
39 (3), 5-14. 

Jonassen, D. H. (1994). Thinking technology: Toward a constructivist design 
model. Educational Technology, 34 (3), 34-37. 

Jonassen, D. H., Ambruso, D. R., & Olesen, J. (1992). Designing a hypertext on 
transfusion medicine using cognitive flexibility theory. Journal of Educational 
Multimedia and Hypermedia 1, 309-322. 

Jonassen, D. H. & Grabinger, R. S. (1993). Applications of hypertext: 
Technologies for higher education. Journal of Computing in Higher Education, 4 
(2), 12-42. 

King, A. (1989). Verbal interaction and problem-solving within computer- 
Assisted cooperative learning groups. Journal of Educational Computing 
Research, 5 (1), 1-15. 

148 



Kolodner, J. L. (1993). Case-based reasoning. San Mateo, CA: Morgan 
Kaufmann Publishers, Inc. 

Krajcik, J. S., Blumenfeld, P. C, Marx, R. W., & Soloway, E. (1994). A 
collaborative model for helping middle grade science teachers learn project- 
based instruction. The Elementary School Journal, 94 (5), 483-497. 

Linden, M., & Wittrock, M. C. (1981). The teaching of reading comprehension 
according to the model of generative learning. Reading Research Quarterly. 17 
(1), 44-57. 

Lomax, R. G. (1992). Statistical concepts: A second course for education and the 
Behavioral sciences. White Plains, N.Y.: Longman Publishing Group. 

Makuch, J. R, Robillard, P. D., & Yoder, E. P. (1992). Effects of individual 
versus paired/cooperative computer-assisted instruction on the effectiveness 
and efficiency of an in-service training lesson. Journal of Educational 
Technology Systems. 20 (3), 199-208. 

Mevarech, Z. R. (1993). Who benefits from cooperative computer-assisted 
instruction? Journal of Educational Computing Research. 9 (4), 451-464. 

Nastasi, B. K., & Clements, D. H. (1991). Research on cooperative learning: 
Implications for practice. School Psychology Review. 20 (1), 110-131. 

Nastasi, B. K., & Clements, D. H. (1992). Social-cognitive behaviors and higher- 
order thinking in educational computer environments. Learning and 
Instruction. 2, 215-238. 

Nastasi, B. K., & Clements, D. H. (1993). Motivational and social outcomes of 
cooperative computer education environments. Journal of Computing in 
Childhood Education. 4 (1). 15-43. 

Osborne, R. J., & Wittrock, M. C. (1985). The generative learning model and its 
implications for science education. Studies in Science Education. 12, 59-87. 

Perkins, D. (1992). Smart schools: From training memories to educating minds. 
New York: The Free Press. 

149 



Perkins, D. (1992). Technology meets constructivism: Do they make a marriage? 
In T. M. Duffy & D. H. Jonassen (Eds.), Constructivism and the technology of 
instruction: A conversation (pp. 45-55). Hillsdale, NJ: Lawrence Erlbaum 
Associates, Inc. 

Perkins, D. (1992). What constructivism demands of the learner. In T. M. Duffy & D. 
H. Jonassen (Eds.), Constructivism and the technology of instruction: A 
conversation (pp. 161-165). Hillsdale, NJ: Lawrence Erlbaum Associates, Inc. 

Phillips, D. C, & Soltis, J. F. (1991). Perspectives on learning (2nd ed.). New 
York: Teachers College Press. 

Reigeluth, C. M. (1995). Educational systems development and its relationship to 
ISD. In G. J. Anglin (Ed.), Instructional technology: Past, present, and future 
(2nd edition) (pp. 84-93). Englewood, CO: Libraries Unlimited, Inc. 

Reiser, R. A., & Salisbury, D. F. (1995). Instructional technology and public 
education in the United States: The next decade. In G. J. Anglin (Ed.), 
Instructional technology: Past, present, and future fpp. 254-262). Englewood, 
CO: Libraries Unlimited, Inc. 

Resnick, L. B. (1987). Learning in school and out. Educational Researcher, 
13-20. 

Resnick, L. B. (1989). Introduction. In L. B. Resnick (Ed.), Knowing, learning, 
and instruction: Essays in honor of Robert Glaser, (pp. 1-24). Hillsdale, NJ: 
Lawrence Erlbaum Associates, Publishers. 

Rieber, L. P. (1992). Computer-based microworlds: A bridge between 
constructivism and direct instruction. Educational Technology Research & 
Development, 41 (1), 93-106. 

Salomon, G. (1985). Information technologies: What you see is not (always) what 
you get. Educational Psychologist. 20 (4), 207-216. 

Salomon, G., & Globerson, T. (1987). Skill may not be enough: The role of 
mindfulness in learning and transfer. International Journal of Educational 
Research. 11,623-638. 

Salomon, G., & Globerson, T. (1988). When teams don't function they way they 
ought to. International Journal of Educational Research, 13 (10), 89-99. 

150 



Scardamalia, M., & Bereiter, C. (1994). Computer support for knowledge- 
Building communities. The Journal of the Learning Sciences, 3 (3), 265-283. 

Shlechter, T. M. (1990). The relative instructional efficiency of small-group 
computer-based training. Journal of Educational Computing Research, 6 (3), 
329-341. 

Sherman, G. P., & Klein, J. D. (1995). The effects of cued interaction and ability 
grouping during cooperative computer-based science instruction. Educational 
Technology Research & Development. 43 (4), 5-24. 

Slamecka, N. J., & Graf, P. (1978). The generation effect: Delineation of a 
phenomenon. Journal of Experimental Psychology: Human Learning and Memory, 
4, 592-604. 

Slavin, R. E. (1996). Research on cooperative learning and achievement: What 
we know, what we need to know. Contemporary Educational Psychology, 21, 
43-69. 

Spiro, R. J., Coulson, R. L., Feltovich, P. J., & Anderson, D. K. (1988). 
Cognitive flexibility theory: Advanced knowledge acquisition in ill-structured 
domains. Proceedings of the 10th Annual Conference of the Cognitive Science 
Society, pp. 375-383. 

Spiro, R. J., Feltovich, P. J., Coulson, R. L., & Anderson, D. K. (1989). Multiple 
analogies for complex concepts: Antidotes for analogy-induced misconception 
in advanced knowledge acquisition. In S. Vosniadou & A. Ortony (Eds.), 
Similarity and analogical reasoning (pp. 489-531). Cambridge, UK: 
Cambridge University Press. 

Spiro, R. J., & Jehng, J. (1990). Cognitive flexibility and hypertext: Theory and 
technology for the nonlinear and multidimensional traversal of complex 
subject matter. In D. Nix & R. J. Spiro (Eds.), Cognition, education, and 
multimedia: Explorations in high technology (pp. 163-205). Hillsdale, NJ: 
Lawrence Erlbaum Associates, Publishers. 

Spiro, R. J., Vispoel, W. P., Schmitz, J. G, Samarapungavan, A., & Boerger, A. 
E. (1987). Knowledge acquisition for application: Cognitive flexibility and 
transfer in complex content domains. In B. K. Britton & S. M. Glynn (Eds.), 
Executive control processes in reading (pp. 177-199). Hillsdale, NJ: Lawrence 
Erlbaum Associates, Publishers. 

151 



SPSS Incorporated (1996). Statistical Package for the Social Sciences Release 7.5 for 
Windows [software program]. Chicago. IL: SPSS Inc. 

Stein, B. S., & Bransford, J. P. (1979). Constraints on effective elaboration: 
Effects of precision and subject generation. Journal of Verbal Learning and 
Verbal Behavior. 18 (6), 769-777. 

Stodolsky, S. S. (1984). Frameworks for studying instructional processes in peer 
work-groups. In P. L. Peterson, L. C. Wilkinson, & M. Hallinan (Eds.), The 
social context of instruction: Group organization and group processes 
(pp. 107-124). Orlando, FL: Academic Press, Inc. 

Teasley, S. D., & Roschelle, J. (1993). Constructing a joint problem space: The 
computer as a tool for sharing knowledge. In S. Lajoie & S. Deny (Eds.), 
Computers as cognitive tools (pp. 229-258), Hillsdale, NJ: Lawrence Erlbaum 
Associates. 

Vygotsky, L. S. (1978). Internalization of higher cognitive functions. In M. Cole, 
V. John-Steiner, S. Scribner, & E. Souberman (Eds.), Mind in society: The 
development of higher psychological processes. Cambridge, MA: 
Harvard University Press. 

Watson, J. (1990). Cooperative learning and computers: One way to address 
Student differences. The Computing Teacher, 18, 9-15. 

Webb, N. M. (1985). Cognitive requirements of learning computer programming 
in group and individual settings. Association for Educational Data Systems 
Journal, 18,183-194. 

Webb, N. M. (1987). Peer interaction and learning with computers in small 
groups. Computers in Human Behavior, 3,193-209. 

Webb, N. M. (1989). Peer interaction and learning in small groups. International 
Journal of Educational Research, 13, 21-39. 

Webb, N. M., & Lewis, S. (1988). The social context of learning computer 
programming. In R. E. Mayer (Ed.), Teaching and learning computer 
programming: Multiple research perspectives, (pp. 179-206). Hillsdale, 
NJ: Lawrence Erlbaum Associates, Publishers. 

152 



Weinstein, C. E. (1978). Elaboration skills as a learning strategy. In H. F. O'Neil, 
Jr., Learning Strategies (pp.31-55). New York: Academic Press. 

Whipple, W. R. (1987). Collaborative learning: Recognizing it when we see it. 
AAHE Bulletin. 3-6. 

Whitehead, A. N. (1929). The aims of education. New York, NY: MacMillan. 

Wilson, B. G. (Ed.), (1996). Constructivist learning environments: Case studies in 
instructional design. Englewood Cliffs, NJ: Educational Technology 
Publications. 

Wittrock, M. C. (1974a). Learning as a generative process. Educational 
Psychologist. 11 (2), 87-95. 

Wittrock, M. C. (1974b). A generative model of mathematics education. Journal 
for Research in Mathematics Education, 5 (4), 181-196. 

Wittrock, M. C. (1985). Teaching learners generative strategies for enhancing 
reading comprehension. Theory into Practice. 24 (2), 123-126. 

Wittrock, M. C. (1990). Generative processes of comprehension. Educational 
Psychologist. 24, 345-376. 

Wittrock, M. C. (1992). Generative learning processes of the brain. Educational 
Psychologist. 27, 531-541. 

Wittrock, M. C, & Alesandrini, K. (1990). Generation of summaries and 
analogies and analytic and holistic abilities. American Educational Research 
Journal. 27,489-502. 

Yager, S., Johnson, D. W., & Johnson, R. T. (1985). Oral discussion, 
group-to-individual transfer, and achievement in cooperative learning groups. 
Journal of Educational Psychology. 77 (1), 60-66. 

153 


